Local Spreading Algorithms for Autonomous Robot Systems

Reuven Cohen * David Peleg †

February 28, 2016

Abstract

This paper studies local algorithms for autonomous robot systems, namely, algorithms that use only information of the positions of a bounded number of their nearest neighbors. The paper focuses on the spreading problem. It defines measures for the quality of spreading, presents a local algorithm for the one-dimensional spreading problem, prove its convergence to the equally spaced configuration and discusses its convergence rate in the synchronous and semi-synchronous settings. It then presents a local algorithm achieving the exact equally spaced configuration in finite time in the synchronous setting, and proves it is time optimal for local algorithms. Finally, the paper also proposes a possible algorithm for the two-dimensional case and presents partial simulation results of its effectiveness.

1 Introduction

1.1 Background and motivation

Swarms of low cost robots provide an attractive alternative when facing various large-scale tasks in hazardous or hostile environments. Such systems can be made cheaper, more flexible and potentially resilient to malfunction. Indeed, interest in autonomous mobile robot systems arose in a large variety of contexts (see [3, 4, 18, 20, 21, 22, 23, 30] and the survey [5]).

Along with developments related to the physical engineering aspects of such robot systems, there have been recent research attempts geared at developing suitable algorithms, particularly for handling the distributed coordination of multiple robots [2, 6, 24, 28, 29]. A number of computational models were proposed in the literature for multiple robot systems. In this paper we consider the model of [2, 28]. (An alternative, weaker, model is found in [6, 12, 13, 25].) In this model, the robots are assumed to be identical and indistinguishable, lack means of communication, and operate in discrete cycles. Each robot may wake up at each of these cycles, and make a move according to the locations of the other robots in the environment. The moves are assumed to be instantaneous. The model also makes the assumption that the robots are oblivious, i.e., have no memory and can only act according to a calculation based only on the their last observation of the world. Oblivious algorithms have the advantage of being self-stabilizing (i.e., insensitive to transient errors and to the addition or removal of robots) and are also usually simple to design and implement.
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Algorithms were developed in the literature for a variety of control problems for robot swarms [2, 6, 12, 13, 18, 24, 25, 28, 29]. Most of those algorithms, however, require the robots to perform “global” calculations in each cycle, relying on the entire current configuration. For example, algorithms for the gathering problem, which requires the robots to gather at one point, typically instruct each robot to calculate the goal point to which it should move based on the exact locations of all the other robots in the current configuration. This calculation can be fairly simple and require only linear time (e.g., computing the average location of the robots), but in some cases involves a more complex computation, such as finding the smallest enclosing circle or the convex hull of the robots. Moreover, for very large swarms, and when each robot operates in fast short cycles, even a linear time computation per cycle may be too costly. A similar difficulty may arise when the task at hand involves coordinated movement in a certain direction while avoiding collisions, or evenly spreading the robot swarm in a given area.

The current paper addresses the issue of local and simple algorithms for control and coordination in robot swarms. It may be instructive to turn to the metaphor of insect swarms, and consider the way such problems are managed. It would appear that in a large swarm of bees, for instance, an individual bee would not calculate its next position based on the exact positions of all other bees. Rather, it is likely to decide its course of movement based on the positions and trajectories of a few nearby bees forming its immediate neighborhood. This local information is often sufficient to allow the individual insect to plan its movement so as to follow its swarm, avoid collisions and so on. Such policy would lead to a much “lighter” calculation, which can be carried out more frequently and effectively.

This analogy thus motivates the idea of exploring the behavior and performance of local, or “light-weight” algorithms for controlling a swarm of robots. By “local algorithms” we mean algorithms that use only the positions of a constant number of neighboring robots as an input, rather than the positions of the whole robot group. Such algorithms have several obvious advantages over their more traditional “global” counterparts, in simplicity, computational complexity, energy consumption and stability. They also have the advantage of being applicable in a “limited visibility” model, where each robot sees only its close vicinity.

An enabling prerequisite is that each robot be equipped with a mechanism enabling it to efficiently obtain as input information about its locality, i.e., its immediate neighbors. (Clearly, if the robot’s input device is designed so that its input consists a global picture of the configuration, and the robot’s neighborhood can only be analyzed by going through this entire picture and performing complex calculations, then the robot might as well perform a global algorithm on its input). In particular, a robot equipped with a sonar may be able to first detect nearby objects. If the input to the robot is in the form of a visual image, then it may be necessary to have a scanning algorithm on the image, sweeping the image from the point of the robot outwards, thus hitting the nearby robots first. The scan can be terminated after identifying the immediate neighbors. Hereafter we will ignore this issue, and assume that a suitable input mechanism exists, efficiently providing the robot in each cycle with a concise and accurate description of its immediate neighborhood.

The “classical” paradigm of mobile robot swarms assumed complete visibility and knowledge on the locations of all other robots in the swarm. Some later studies then relaxed this requirement and assumed limited visibility conditions, where every robots can only perceive other robots within some visibility radius from them. Here, we stress not the visibility limits, but rather focus on the computational complexity advantages of local algorithms due to the dependence on a limited number of other robots, and demonstrate the fact that the reliance on a limited number of neighbors may be advantageous regardless of the sensing and visibility model.
In this paper we explore the “light-weight” approach to robot swarm control through the concrete example of the robot spreading problem. In this problem, $N$ robots are initially distributed in the plane, and the goal is to spread them “evenly” within the perimeters of a given region. To consider methods for spreading one should first define a criterion for the quality of spreading of a given robot distribution. For the one-dimensional case this is easy, as the best configuration is clearly the equal spacing arrangement on the line, and all other configurations can be compared to this one. Quantitative measures for the spreading quality are presented in Section 2. In higher dimensions even the definition of the spreading quality becomes more difficult, as different criteria may be devised. One may consider, to list but a few examples, the minimum distance over all robot pairs, the average distance between each robot and its nearest neighbor, or the time needed to reach the point most distant from any robot. The choice of a definition may also depend on the motivation for the application of the spreading algorithm. The definition we use here is the average over all robots of the minimum distance to the nearest “object”,

$$d_{av} = \frac{1}{N} \sum_{i \neq j} \min \{d_{i,j}\},$$

where the objects considered in taking the minimum are all other robots and all points of the perimeter of the region.

We discuss two timing models for the robot operations. In the FSYNC (synchronous) model, it is assumed that the robots operate in cycles, where all robots operate in each cycle, i.e. take a snapshot of their surroundings, run their algorithm on the snapshot, and move accordingly. In the SSYNC (semi-synchronous) model, the robots are again assumed to operate in cycles. However, not all robots are active in every cycle. The activation schedule is assumed to be determined by an adversary, but it is guaranteed that every robot is activated an infinite number of times.

When the robots share a common orientation and the model is synchronous the task of spreading via a global algorithm is quite easy. A simple solution can be obtained by agreeing on an ordering (such as top-to-bottom and then left-to-right) and deciding on each robot’s final location accordingly. This solution can be applied even in asynchronous settings if the movements of each robot are restricted so as to preserve the ordering. When only local information is used, it is difficult to prevent the swarm from converging to a non-optimal configuration, which is locally optimal for almost all robots.

Another common advantage of global algorithms over local ones is the convergence rate or finishing time of the algorithm. For the spreading problem, it is easily seen that an algorithm based on ordering in a synchronous setting, will achieve the final position in a single step. A local algorithm will require at least $O(N)$ steps for the information to reach each of the robots, as proven below in Section 3.

In this paper we present an oblivious local algorithm for spreading in one dimension. We prove its validity for the synchronous and semi-synchronous models and discuss its convergence rate (which, as may be expected, is higher in the FSYNC model than in the SSYNC one. We also present a non-oblivious local algorithm for spreading in finite (and optimal) time, and discuss some of its shortcomings. For the two-dimensional case, little is known. A possible generalization of our one-dimensional algorithm to two dimensions is described in the conference version of the current paper [8], along with partial simulation results showing its behavior and a discussion of several other alternatives and their relative strengths and weaknesses. Further development of the two-dimensional case is left for future work and will not be discussed here.
1.2 Related work

Pattern formation by a group of autonomous mobile robots has been studied in [12, 13, 28, 29]. In particular, uniform circle formation is the task requiring the robots to organize themselves in the form of a circle (whose specific location and size are not predetermined). This problem was studied, e.g., in [7, 9, 27].

A related problem was studied by Dijkstra in [10]. There, \( n \) units labeled \( \{0, 1, \ldots, n - 1\} \) are initially placed around a ring in some arbitrary order, and apply a rule whereby unit \( i \) moves to the middle point between the locations of units \( i - 1 \mod n \) and \( i + 1 \mod n \). (Note that this is not a local rule, as units \( i - 1 \mod n \) and \( i + 1 \mod n \) might be distant from unit \( i \) in the initial placement, and subsequently throughout the process.) It is shown therein that under this rule, in a synchronous setting, the system might in certain cases oscillate and fail to converge to an equidistant state. It is claimed, however, that the system does stabilize if the units are activated serially by a fair scheduler. (Note that even after stabilizing, the units might still appear on the ring in some arbitrary order, namely, units \( i \) and \( i + 1 \mod n \) might not be adjacent. Also, the final spacing might not be equal, and it may even be possible for some units to “overlap” each other, i.e., share the same location.)

In the field of wireless networks, a related research area that has recently attracted considerable interest is that of mobile sensor networks. Such a network is composed of a distributed collection of sensors that, on top of the traditional sensing and communication capabilities, are also capable of moving. This provides such a system with a number of enhanced capabilities, allowing it to overcome some of the difficulties that plague most static sensor networks. One of the key problems studied in this area is self-deployment, where the mobile sensors are required to deploy themselves in a given area in a convenient pattern. This problem, which bears close resemblance to our spreading task, has been dealt with, e.g., in [15, 16, 17, 31, 11]. In particular, the problem studied in [11] is similar to our one-dimensional case, except that it concerns spreading on a ring rather than on a line. The paper examines an algorithm similar to ours, termed therein the go-to-half algorithm, and its main positive result is that this algorithm converges to a well-spread state even in the fully asynchronous timing model.

1.3 The model

The basic model defined and studied in [2, 29] can be summarized as follows. The \( N \) robots execute a given algorithm in order to achieve a prespecified task. Time is divided to discrete events, where in each of these events each robot may or may not be active, under the condition that each robot is activated an infinite number of times. Whenever a robot is activated it takes a snapshot of its surroundings, which is used as the input for the algorithm executed by the robot. Note that in a local algorithm, this snapshot need only contain information on the location of \( O(1) \) other robots. The output of the algorithm is a destination point, to which the robot moves instantaneously.

Following the common model in this area, the robots are assumed to be rather limited. To begin with, they have no means of directly communicating with each other. Moreover, they are assumed to be oblivious (or memoryless), namely, they cannot remember their previous states, their previous actions or the previous positions of the other robots. Hence the algorithm used in the robots’ computations cannot rely on information from previous cycles, and its only input is the current configuration. As explained earlier, while this is admittedly an over-restrictive and unrealistic assumption, developing algorithms for the oblivious model has the advantages of self-stabilization (i.e., the ability to recover from any finite number of transient errors) and suitability to
dynamical settings, where robots are added and removed during operation. Furthermore, oblivious robots need not worry about memory management, since it is automatically reclaimed after each activation cycle.

1.4 Preliminaries

The Fourier transform is used extensively in physics and engineering for the treatment of problems such as heat transfer, mechanical and electromagnetic wave dynamics and quantum mechanical systems. It is an invertible transformation based on sine and cosine functions. Sines and cosines are harmonic functions, i.e., solutions to the equation $\frac{d^2 f(x)}{dx^2} = -Ax$. This property makes them very useful in solving various differential equations containing this differential operator. The sine and cosine functions are also appropriate for solving systems of linear equations that are translation invariant, i.e., the same equation applies to each position. In many cases either sines or cosines alone can be used, depending on the symmetry of the equation system and the enforced boundary conditions.

In this paper we use the discrete Fourier transforms to solve the recursive equations describing the motions of the robots at every time step. Applying the discrete Fourier transform to the equations decouples the equations; instead of equations where the new location of each robot depends on the previous locations of its neighbors, one obtains a single equation for each spatial frequency. This allows the derivation of a bound on the convergence rate by finding the most slowly decaying spatial frequency.

We review some properties of discrete Fourier transforms to be used in our analysis later on.

1.4.1 The Fourier sine transform

The discrete Fourier transform is appropriate for antisymmetric functions or alternatively, functions fixed to zero at both edges, which can be made antisymmetric by an appropriate continuation.

Define the following functions

$$g(i,k) = \sqrt{\frac{2}{N-1}} \sin \frac{ki\pi}{N-1}, \quad i = 1, 2, \ldots, N-2,$$

for $k = 0, 1, \ldots, N-1$ and notice that $g(i,0) = g(i,N-1) = 0$ for all $i$. We make use of the following known lemmas (proofs can be found in standard books on Fourier series or digital signal processing; see, e.g., [1]).

**Lemma 1.1** For $k, q \in K$, we have $\sum_i g(i,k)g(i,q) = \delta_{k,q}$, where $\delta$ stands for Kroneker’s delta, i.e., $\delta_{k,q} = 1$ if $k = q$ and 0 otherwise.

For a sequence of reals $\eta_i, i = 0, \ldots, N - 1$, satisfying $\eta_0 = \eta_{N-1} = 0$, and for $k = 0, 1, \ldots, N - 1$, one can define the discrete Fourier transform of $\eta$ as

$$\mu_k = \sum_{i=0}^{N-1} \eta_i g(i,k) = \sqrt{\frac{2}{N-1}} \sum_{i=1}^{N-2} \eta_i \sin \frac{ki\pi}{N-1}. \quad (1)$$

The inverse transform is given by the following lemma.

**Lemma 1.2** $\eta_j = \sum_{k=0}^{N-1} \mu_k g(i,k) = \sqrt{\frac{2}{N-1}} \sum_{k=1}^{N-2} \mu_k \sin \frac{kj\pi}{N-1}$.

Notice that in the sums in (1) and in Lemma 1.2 the summands with indexes 0 and $N - 1$ can be added or removed at will, since they are always 0.
1.4.2 The discrete cosine transform

The discrete cosine transform is widely used in digital signal processing. The version presented below is appropriate for symmetric functions defined on the $2m$ points $i = 0, 1, \ldots, 2m - 1$, having a symmetry axis at $x = -1/2$. We bring some known results without proof. Detailed description and proofs can be found in [26].

Define the functions

$$f(i, k) = A(i, k) \cos \frac{k\hat{i}\pi}{m}, \quad \text{for } i, k \in \{0, 1, \ldots, 2m - 1\},$$

where hereafter $\hat{i} = i + \frac{1}{2}$, and

$$A(i, k) = \begin{cases} \frac{1}{\sqrt{2m}}, & k = 0, \\ \frac{1}{\sqrt{m}}, & \text{otherwise}. \end{cases}$$

**Lemma 1.3**

1. $\sum_{i=0}^{2m-1} f(i, k) f(i, q) = \delta_{k,q}$.
2. $\sum_{k=0}^{2m-1} f(i, k) f(j, k) = \delta_{i,j}$.

Suppose now that $\eta_i, i = 0, \ldots, 2m - 1$ is a sequence of numbers with $\eta_i = \eta_{2m-1-i}$, and define the transformed sequence

$$\mu_k = \sum_i \eta_i f(i, k)$$

for $k = 0, \ldots, 2m - 1$. Lemma 1.3 implies the following.

**Corollary 1.4** $\eta_i = \sum_k \mu_k f(i, k)$.

Let $\phi(j, k, q) = \sum_{i=0}^{2m-1} f(i, k) f(i + j, q)$.

**Lemma 1.5** $\phi(j, k, q) = \delta_{k,q} \cos \frac{jq\pi}{m}$.

**Proof:**

$$\phi(j, k, q) = \sum_{i=0}^{2m-1} A(i, k) A(i + j, q) \cos \frac{ki\pi}{m} \cdot \left( \cos \frac{qi\pi}{m} \cos \frac{jq\pi}{m} - \sin \frac{qi\pi}{m} \sin \frac{jq\pi}{m} \right)$$

$$= \delta_{k,q} \cos \frac{jq\pi}{m},$$

with the second term canceling since it can be expressed as the sum of two functions with average 0.

2 A local spreading algorithm in one dimension

2.1 The algorithm

A swarm of $N$ robots are positioned on a line. The aim is to spread the robots along this line with equal spacing between each pair of adjacent robots, where the size of the occupied segment is
determined by the positions of the leftmost and rightmost robots. One may assume, instead, that
the leftmost and rightmost positions represent some perimeter marks rather than robots. Each
robot uses its own coordinate system. However, since the algorithm, presented below, is linear, any
coordinate system will give the same resulting destination. Therefore, we use an external, global
coordinate system, on which the robots have no knowledge. We refer to the robots according to
their order on the line, and denote the position of each robot \(i, 0 \leq i \leq N - 1\), at time \(t\), in this
global coordinate system by \(R_i[t]\).

The algorithm for spreading in constant distances is given below.

```
Algorithm Spread (Code for robot \(i\)):
 If no other robot is seen on the left or on the right then do nothing.
 Otherwise, move to the point \(\frac{R_{i+1} + R_{i-1}}{2}\).
```

2.2 The \(\mathcal{FSYNC}\) model

We begin by proving the convergence of Algorithm Spread in a fully synchronous setting. It should
be noted that the results of this section are superseded by those of Section 2.3. However, the
derivation of the results in the \(\mathcal{FSYNC}\) model is simpler and serves as a good introduction to the
techniques used. Furthermore, the bound on the convergence rate is tighter in the \(\mathcal{FSYNC}\) model.

We now turn to prove the convergence of Algorithm Spread. We choose the global coordinate
system such that \(R_0[t] = 0\) and \(R_{N-1}[t] = 1\) for all \(t\) (since the external robots do not move).
As the goal is to spread the robots uniformly, upon termination the \(i\)th robot should be placed
in position \(i/(N-1)\). Define \(\eta_i[t]\) as the shift of the \(i\)th robot’s location at time \(t\) from its final
designated position, namely,

\[
\eta_i[t] = R_i[t] - \frac{i}{N-1}.
\]

As our progress measure we define the quantity

\[
\psi[t] = \sum_{i=0}^{N-1} \eta_i^2[t],
\]

where by definition, \(\eta_0[t] = \eta_{N-1}[t] = 0\) for all \(t\).

By executing the algorithm, the position of a robot changes to

\[
R_i[t+1] = \frac{R_{i-1}[t] + R_{i+1}[t]}{2},
\]

hence for \(1 \leq i \leq N - 2\), the shifts change with time as

\[
\eta_i[t+1] = \frac{\eta_{i+1}[t] + \eta_{i-1}[t]}{2}.
\]

We now turn to prove our main lemma.

**Lemma 2.1** For \(N\) robots executing Algorithm Spread in the \(\mathcal{FSYNC}\) model \(\psi[t]\) is a decreasing
function of \(t\) unless the robots are already equally spread (in which case it remains constantly zero).
Proof: Eq. (3) gives the change in $\eta$ in every time step. By Eq. (2) and (3), the value of $\psi$ thus changes to

$$
\psi[t+1] = \sum_{i=0}^{N-1} \eta_i^2[t+1] = \frac{1}{4} \sum_{i=1}^{N-2} (\eta_{i+1}[t] + \eta_{i-1}[t])^2.
$$

The decrease in $\psi$ is therefore (using $\eta_0 = \eta_{N-1} = 0$)

$$
\psi[t] - \psi[t+1] = \sum_{i=0}^{N-1} \eta_i[t]^2 - \frac{1}{4} \sum_{i=1}^{N-2} (\eta_{i+1}[t] + \eta_{i-1}[t])^2
= \frac{1}{2} (\eta_1[t]^2 + \eta_{N-2}[t]^2) + \frac{1}{4} \sum_{i=1}^{N-2} (2\eta_{i+1}[t]^2 + 2\eta_{i-1}[t]^2) - \frac{1}{4} \sum_{i=1}^{N-2} (\eta_{i+1}[t] + \eta_{i-1}[t])^2
= \frac{1}{2} (\eta_1[t]^2 + \eta_{N-2}[t]^2) + \frac{1}{4} \sum_{i=1}^{N-2} (\eta_{i+1}[t] - \eta_{i-1}[t])^2,
$$

which is a positive quantity, proving the lemma.

Theorem 2.2: For $N$ robots executing Algorithm Spread in the FSYNC model:

1. Every $O(N^2)$ cycles, $\psi[t]$ is at least halved.

2. The robots converge to equidistant positions.

Proof: The equations for the shift changes of the robots are given in Eq. (3) for all $0 < i < N - 1$. Denote by $\mu_k$ the Fourier (Sine) series as defined in Eq. (1). By Eq. (1) and (2) and by Lemmas 1.1 and 1.2,

$$
\psi[t] = \sum_i \eta_i^2[t] = \sum_i \left( \sqrt{\frac{2}{N-1}} \sum_k \mu_k[t] \sin \frac{ki\pi}{N-1} \right)^2
= \sum_{k,q} \mu_k[t] \mu_q[t] \sum_i \left( \sqrt{\frac{2}{N-1}} \sin \frac{ki\pi}{N-1} \right) \left( \sqrt{\frac{2}{N-1}} \sin \frac{qi\pi}{N-1} \right)
= \sum_{k,q} \mu_k[t] \mu_q[t] \sum_i g(i, k) g(i, q) = \sum_{k,q} \mu_k[t] \mu_q[t] \delta_{k,q} = \sum_k \mu_k^2[t].
$$

Similarly, applying the transform (1) to the linear equation array (3) and noting that $\eta_0[t] = \eta_{N-1}[t] = 0$ for all times $t$, yields

$$
\mu_k[t+1] = \sqrt{\frac{1}{2(N-1)}} \sum_{j=1}^{N-2} \sin \frac{k(j+1)\pi}{N-1} (\eta_{j-1}[t] + \eta_{j+1}[t])
= \sqrt{\frac{1}{2(N-1)}} \sum_{j=0}^{N-3} \sin \frac{j(j+1)\pi}{N-1} \eta_j[t] + \sqrt{\frac{1}{2(N-1)}} \sum_{j=2}^{N-1} \sin \frac{(j-1)\pi}{N-1} \eta_j[t]
= \sqrt{\frac{1}{2(N-1)}} \sum_{j=0}^{N-1} \sin \frac{j(j+1)\pi}{N-1} \eta_j[t] + \sqrt{\frac{1}{2(N-1)}} \sum_{j=0}^{N-1} \sin \frac{(j-1)\pi}{N-1} \eta_j[t],
$$
where the two terms added to each sum at the last line are zero as \( \sin[n\pi] = \sin[0] = 0 \),\(^1\) and \( \eta_0[t] = \eta_{N-1}[t] = 0 \). Using the fact that \( \sin(K(i \pm 1)) = \sin K \cos \pm \sin K \cos Ki \), we get

\[
\mu_k[t+1] = \sqrt{\frac{1}{2(N-1)}} \sum_{j=0}^{N-1} \left( \sin \frac{k(j+1)\pi}{N-1} + \sin \frac{k(j-1)\pi}{N-1} \right) \eta_j[t] \\
= \sqrt{\frac{1}{2(N-1)}} \sum_{j=0}^{N-1} 2 \sin \frac{k\pi}{N-1} \cos \frac{k\pi}{N-1} \cdot \eta_j[t] \\
= \cos \frac{k\pi}{N-1} \cdot \mu_k[t].
\]

Hence, by Eq. (4),

\[
\psi[t+1] = \sum_k \mu_k^2[t+1] = \sum_k \left( \cos \frac{k\pi}{N-1} \cdot \mu_k[t] \right)^2 = \sum_k \cos^2 \frac{k\pi}{N-1} \cdot \mu_k^2[t]. \tag{5}
\]

The values of \( k \) are \( k = 1, \ldots, N-2 \). The largest factors are \( \cos \frac{\pi}{N-1} = \left| \cos \frac{(N-2)\pi}{N-1} \right| = 1 - \mathcal{O}\left( \frac{1}{N^2} \right) \), hence by (5) and using (4) again, we get that

\[
\psi[t+1] \leq \left(1 - \frac{c}{N^2}\right)^2 \sum_k \mu_k^2[t] = \left(1 - \frac{c}{N^2}\right)^2 \psi[t].
\]

Thus, \( \psi \) is at least halved every \( \frac{\ln 2}{2c} N^2 \) steps, proving the claim. \( \blacksquare \)

2.3 The \textit{SSYNC} model

We now turn to the \textit{SSYNC} model. In the \textit{SSYNC} model we can no longer assume that all robots move at each time step. Therefore, when looking at the robots moving at some time step we can no longer assume that the robots at the boundary of the moving group are located at their final designated position. Thus, the subsequent analysis employs the cosine series rather than the sine series, since the cosines allow for a constant displacement term (because \( \cos 0 \neq 0 = \sin 0 \)).

It should also be mentioned that since the \textit{SSYNC} model makes no guarantees as to how often a robot makes a move, it is impossible to define the convergence rate similarly to the \textit{FSYNC} model. Therefore, for the purpose of defining the convergence rate, it is assumed that in every time unit all robots make at least move, where a time units is composed of one step or more. Since every robot is guaranteed to move an infinite number of times, there is an infinite number of time units.

Our rational for proving convergence is as follows. We first introduce a nondecreasing quantity and prove its monotonicity. To prove that it decreases by a constant factor, we need to show that the presented quantity is related to the non-constant terms of the cosine series. This is done in Lemmas 2.4–2.6. Finally, in Theorem 2.7, we show that the non-constant terms are decreased by a constant factor on every round, proving convergence.

For \( i = 0, \ldots, N-2 \), define the robot gaps as the quantities

\[
\gamma_i[t] = \eta_{i+1}[t] - \eta_i[t].
\]

\(^1\)Notice that for the relevant values of \( k \), \( \frac{k(N-1)\pi}{N-1} = k \) is an integer.
For each robot moving in the $t$th step, the equation for its position is given in (3). For any time step $t$, the moving robots can be grouped into chains, each of which is bounded by two stationary robots. Since the chains have no effect on each other, each can be handled separately.

Consider one such chain consisting of $m - 1$ moving robots, which we number $1, \ldots, m - 1$ regardless of their real numbering. The boundary stationary robots will be numbered 0 and $m$.

The appropriate equations for the gaps between them are

$$\gamma_j[t + 1] = \begin{cases} 
\frac{\gamma_0[t] + \gamma_1[t]}{2}, & j = 0, \\
\frac{\gamma_{j+1}[t] + \gamma_{j-1}[t]}{2}, & j = 1, \ldots, m - 2, \\
\frac{\gamma_{m-2}[t] + \gamma_{m-1}[t]}{2}, & j = m - 1.
\end{cases}$$

To simplify this, we define virtual robots for every integer $j$ outside the range $0, 1, \ldots, m - 1$, and extend the definition of $\gamma$ to every $j$ by requiring that $\gamma_j = \gamma_{j+2m}$ and $\gamma_j = \gamma_{j-1}$ for every $j$. Using this definition, $\gamma_0 = \gamma_{-1}$ and $\gamma_{m-1} = \gamma_{-m} = \gamma_m$. Therefore the equations take a simpler form

$$\gamma_j[t + 1] = \frac{\gamma_{j+1}[t] + \gamma_{j-1}[t]}{2}, \text{ for every } j.$$  \hspace{1cm} (6)

Define the Fourier transform of $\gamma_j$ to be $\epsilon_k$ for $k = 0, \ldots, 2m - 1$ satisfying

$$\gamma_j[t] = \sum_{k=0}^{2m-1} \epsilon_k[t] f(j, k),$$

$$\epsilon_k[t] = \sum_{j=0}^{2m-1} \gamma_j[t] f(j, k).$$

We now define the quantity

$$\varphi[t] = \sum_{j=0}^{N-2} \gamma_j^2[t].$$

Notice that, since $\eta_0 = \eta_{N-1} = 0$, and $\varphi$ is zero only if all $\gamma_i$ are zero, then it follows that $\varphi$ is zero only when all $\eta_i$ are zero and all robots are in equidistant positions.

**Lemma 2.3** In the SSYNC model $\varphi[t]$ is a non-increasing function of $t$.

**Proof:** Apply the transform to Eq. (6) to obtain

$$\epsilon_k[t + 1] = \sum_{j=0}^{m-1} \gamma_j[t + 1] f(j, k)$$

$$= \sum_{j=0}^{2m-1} \frac{f(j, k)}{2} \left( \sum_{p=0}^{2m-1} f(j + 1, p) \epsilon_p[t] + \sum_{p=0}^{2m-1} f(j - 1, p) \epsilon_p[t] \right)$$

$$= \sum_{p=0}^{2m-1} \cos \frac{p\pi}{m} \delta_{p,k} \epsilon_p[t] = \cos \frac{k\pi}{m} \epsilon_k[t].$$  \hspace{1cm} (7)
where the last line uses Lemma 1.5. Now, from the orthogonality of the functions $f(j, k)$ (Lemma 1.3) it follows that
\[
\sum_{j=0}^{m-1} \gamma_j^2[t] = \frac{1}{2} \sum_{j=0}^{2m-1} \gamma_j^2[t] = \frac{1}{2} \sum_{k=0}^{2m-1} c_k^2[t].
\]
By Eq. (7),
\[
\sum_{k=0}^{2m-1} c_k^2[t + 1] = \sum_{k=0}^{2m-1} c_k^2[t] \cos^2 \frac{k\pi}{m} \leq \sum_{k=0}^{2m-1} c_k^2[t].
\]
Since the sum of terms for each group of moving robots can not increase, and the other terms are not affected, $\gamma$ can not increase. \ \[\Box\]

For a chain of robots $0, \ldots, m - 1$, define
\[
\gamma_{\text{max}}[t] = \max_{j \in \{1, \ldots, m-2\}} \gamma_j[t] \quad \text{and} \quad \gamma_{\text{min}}[t] = \min_{j \in \{0, \ldots, m-2\}} \gamma_j[t].
\]

**Lemma 2.4** For a chain of robots moving at time $t$, $[\gamma_{\text{min}}[t + 1], \gamma_{\text{max}}[t + 1]] \leq [\gamma_{\text{min}}[t], \gamma_{\text{max}}[t]]$.

**Proof:** By Eq. (6) each new value is the average of two old ones. \ \[\Box\]

For the entire group of robots, $j = 0, 1, \ldots, N - 1$, define $\Gamma_i$ to be the $i$th smallest value of the $\gamma_j$’s. $\Gamma_{\text{max}}[t] = \Gamma_{N-2}[t] = \max_{j \in \{0, \ldots, N-2\}} \gamma_j[t]$ and $\Gamma_{\text{min}}[t] = \Gamma_0[t] = \min_{j \in \{0, \ldots, N-2\}} \gamma_j[t]$. \ \[\Box\]

**Lemma 2.5** There exists $i \in \{1, \ldots, N - 2\}$ such that $(\Gamma_i[t] - \Gamma_{i-1}[t])^2 \geq \frac{\varepsilon[t]}{N^2}$.

**Proof:** By the definition, $\sum_{j=0}^{N-2} \gamma_j[t] = 0$, and therefore, $\Gamma_{\text{max}}[t] \geq 0 \geq \Gamma_{\text{min}}[t]$. Thus, for every $i$, $|\gamma_i[t]| \leq \Gamma_{\text{max}}[t] - \Gamma_{\text{min}}[t]$ and $\varphi[t] \leq (N - 1)(\Gamma_{\text{max}}[t] - \Gamma_{\text{min}}[t])^2 \leq N(\Gamma_{\text{max}}[t] - \Gamma_{\text{min}}[t])^2$. Now, $\Gamma_{N-2}[t] - \Gamma_0[t] = \sum_{i=1}^{N-2} \Gamma_i[t] - \gamma_{j-1}[t]$, so there must exist some $i$ such that
\[
\Gamma_i[t] - \Gamma_{i-1}[t] \geq \frac{\Gamma_{\text{max}}[t] - \Gamma_{\text{min}}[t]}{N - 2} \geq \frac{\Gamma_{\text{max}}[t] - \Gamma_{\text{min}}[t]}{N}.
\]
Therefore, $(\Gamma_i[t] - \Gamma_{i-1}[t])^2 \geq \frac{\varepsilon[t]}{N^2}$. \ \[\Box\]

**Lemma 2.6** For a chain of gaps, $0, \ldots, m - 1$ with $\gamma_{\text{max}}[t] - \gamma_{\text{min}}[t] \geq c$, $\varepsilon_0^2[t] + \varepsilon_0^2[t] \leq \sum_{k=0}^{2m-1} c_k^2[t]$.

**Proof:** By definition $c_0^2[t] = \frac{1}{m} \sum_{i=0}^{m} \gamma_i^2[t]$ \leq \sum_{i=0}^{m} \gamma_i^2[t]$. Denote $\gamma_s[t] = \gamma_{\text{max}}[t] = a + b$ and $\gamma_p[t] = \gamma_{\text{min}}[t] = a - b$, with $b \geq c/2$. The sequence with $\gamma_s[t]$ and $\gamma_p[t]$ replaced by $a$ will have the same $\varepsilon_0^2[t]$ since the average remains the same. However
\[
\sum_{i} \gamma_i^2[t] = \sum_{i \neq s, p} \gamma_i^2[t] + (a - b)^2 + (a + b)^2 = \sum_{i \neq s, p} \gamma_i^2[t] + 2a^2 + 2b^2 \geq \varepsilon_0^2[t] + 2b^2.
\]
Since $b \geq c/2$ the lemma follows. \ \[\Box\]

It should be mentioned again that since in the SSYNC model no guarantees are made on the activation schedule of the robots, it makes no sense to define a time step by any single move, since a single robot or a robot group may make an unbounded number of steps during some time period while another group is inactive throughout this entire period. Therefore, for the definition of a time unit to make sense and be comparable to the FSYNC model, we define a time unit as a minimal subsequence of steps in which every robot is activated at least once.

**Theorem 2.7** In the SSYNC model for $N$ robots executing Algorithm Spread:
1. Every $O(N^5)$ time units $\varphi[t]$ is at least halved.

2. The robots converge to a configuration with equal distances.

**Proof:** For a time $t$ take $\Delta[t] = \max_j (\Gamma_j[t] - \Gamma_j-1[t])$ and $q = \arg\max_j (\Gamma_j[t] - \Gamma_j-1[t])$. By Lemma 2.5, $\Delta^2[t] > \varphi[t]/N^3$. Define the sets of gaps $A = \{i | \gamma_i[t] \geq \Gamma_g[t]\}$ and $B = \{i | \gamma_i[t] \leq \Gamma_g-1[t]\}$. Suppose that $t' \geq t$ is the first time a robot $i$, such that one of its neighboring gaps is of set $A$ and the other of set $B$ makes a move. For as long as no robot sitting between a gap in $A$ and a gap in $B$ is activated no gap can leave either set, by Lemma 2.4 and therefore $\Gamma_k[t] - \Gamma_{k-1}[t] > \Gamma_k[t] - \Gamma_{k-1}[t]$ for $t \leq t^* \leq t'$ for each $k$ such that $\Gamma_k$ and $\Gamma_{k-1}$ belong to different sets.

Denote by $C = \{\ldots, i, i+1, \ldots\}$ the chain of gaps surrounding robot $i$ that change at time $t'$. By Lemma 2.5 $|\gamma_i[t'] - \gamma_{i-1}[t']| \geq \frac{\sqrt{\varphi[t']}}{N^{5/2}}$ and therefore $\max(|\gamma_i[t']|, |\gamma_{i-1}[t']|) \geq \frac{\sqrt{\varphi[t']}}{2N^{3/2}}$, leading to $\max(\gamma^2_i[t'], \gamma^2_{i-1}[t']) \geq \frac{\varphi[t']}{4N^2}$. Now, $\sum_{i \in C} \gamma^2_i[t'] \geq \max(\gamma^2_i[t'], \gamma^2_{i-1}[t']) \geq \frac{\varphi[t']}{4N^2}$. Consider the change to $\sum_{i \in C} \gamma^2_i$ after step $t'$. Again, we number the gaps in $C$ by $j = 0, \ldots, m-1$ and complete with virtual robots. We have

$$\sum_{j=0}^{2m-1} \gamma^2_j[t'+1] = \sum_{k=0}^{2m-1} \epsilon_k^2[t'+1] = \sum_{k=0}^{2m-1} \cos^2 \frac{2\pi}{m} \epsilon_k^2[t'] .$$

For all $k > 0$, $\cos^2 \frac{k\pi}{m} \leq \cos^2 \frac{\pi}{m} = O \left(1 - \frac{1}{m^2}\right) \leq O \left(1 - \frac{1}{N^2}\right)$.

By Lemma 2.6, $\sum_{k \neq 0} \epsilon_k^2[t'] \geq \frac{\varphi[t']}{4N^2}$ and by the above, whenever an appropriate robot makes a move the terms $\epsilon_k$, $k \neq 0$ are decreased by $O(1/N^2)$, therefore, $\varphi$ is decreased by $O(1/N^5)$ at timestep $t'$. By Lemma 2.3 $\varphi[t'] \leq \varphi[t]$ for every step not involving a robot positioned between the two groups. The theorem follows. 

### 3 An exact global algorithm in one-dimension

In this section we show that the problem becomes easier if one allows a non-oblivious, global solution. Assuming each robot knows the number of robots at each of its sides (i.e., robot $1 \leq i \leq N$ knows it is the $i$th robot in the line), it is possible to achieve the goal state after a finite number of steps using the (non-oblivious, global) Algorithm **Fast_Spread**, described below. It should be noted that the algorithm is global only in the sense of each robot knowing the number of robots on each of its sides. The robot does not know the position of any robot other than its direct neighbors. Furthermore, it is possible to use some sort of signaling (such as movement in the perpendicular axis) to signal the numbering information and thus eliminate the need for the global information.

**Algorithm** **Fast_Spread** (Code for robot $i$):

1. $t \leftarrow 1$.
2. While $t < N - 2$, move to the point $R_{i+1} + R_{i-1}$, and set $t \leftarrow t + 1$.
3. If $t = N - 2$ then solve the linear equation array Eq. (8) and move to the point $(x_1[0] + x_N[0]) \frac{t-1}{N-1}$.

We assume each robots designates its coordinate center at the point where it starts the algo-
rithm. We first define the equation array:

\[
x_i[0] = 0
\]

\[
x_{i \pm 1}[t] = \sum_{j=0}^{t} \binom{t}{j} \frac{x_{i \pm 1+2j}[0]}{2^t}
\]  

(8)

This equation array can easily be seen to contain \(N\) independent equations for each \(i\), and therefore has only one solution, which is the equidistant one.

We now show that Algorithm \texttt{Fast\_Spread} guarantees reaching the wanted position after exactly \(N - 2\) moves.

\textbf{Lemma 3.1} The equation array (8) for a fixed \(1 < i < N\), in conjunction with the data of the robot’s neighbors \(x_{i \pm 1}[t]\) at times \(t = 0, 1, \ldots, N - 3\) provides a unique solution for \(x_1[0], \ldots, x_N[0]\).

\textbf{Proof:} Look at the set of equations for \(x_i[0], x_{i-1}[t]\) for \(t = 0, 1, \ldots, i - 2\) and \(x_{i+1}[t]\) for \(t = 0, 1, \ldots, N - i - 1\). This set includes exactly \(N\) equations in \(N\) unknowns. The equations are independent since for each time \(t_0\) there is a nonzero coefficient that was zero for all times \(t < t_0\). Therefore, a unique solution exists.

\textbf{Theorem 3.2} In the \texttt{FSYNC} model \(N\) robots executing algorithm \texttt{Fast\_Spread} will reach their exact final position after \(N - 2\) steps.

\textbf{Proof:} By Lemma 3.1 each robot can deduce the position of all other robots after \(N - 3\) steps. Afterwards it can solve an array of linear equations (8) and deduce its final position, which it will assume in the last step.

\textbf{Theorem 3.3} In the \texttt{FSYNC} model the algorithm \texttt{Fast\_Spread} achieves the fastest possible convergence to the final position.

\textbf{Proof:} Since each robot can only see its nearest neighbors, and no communication is allowed, no information of the positions of the external robots can move more than one robot per move. At the beginning, each robot has information on its own position and its nearest neighbors. After the \(j\) step it has information on its \(j + 1\)st nearest neighbors. Therefore, at least \(N - 3\) steps are needed for the 2nd and \(N - 2\)st robots to get information on the position of the most distant robots, and another move to achieve their final position.

Notice, however, that the coefficient of \(\eta_j[0]\) in the linear equations obtained by robot \(k\) is proportional to \(2^{-|j-k|}\). Therefore, the information accuracy decays exponentially quickly with the distance, and thus is hardly usable in any reasonable model of finite accuracy robots.

4 Conclusions

We have presented a local algorithm leading to equidistant spreading on a line. We proved the convergence and convergence rate of the algorithm for the \texttt{FSYNC} and \texttt{SSYNC} models. We have also presented an exact solution allowing converging to the desired configuration in a finite time using \(O(N)\) memory.
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