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Abstract. Consider a group of \( N \) robots aiming to converge towards a single point. The robots cannot communicate, and their only input is obtained by visual sensors. A natural algorithm for the problem is based on requiring each robot to move towards the robots' center of gravity. The paper proves the correctness of the center-of-gravity algorithm in the semi-synchronous model for any number of robots, and its correctness in the fully asynchronous model for two robots.

1 Introduction

1.1 Background and motivation

In hazardous or hostile environments, it may be desirable to employ large groups of low cost robots for cooperatively performing various tasks. This approach has the advantage of being more resilient to malfunction and more configurable than a single high cost robot. Consequently, autonomous mobile robot systems have been studied in different contexts, from engineering to artificial intelligence (e.g., [1–11]). A survey on the area is presented in [12,13].

During the last decade, various issues related to the coordination of multiple robot systems have been studied from the point of view of distributed computing (cf. [14–20]). The focus is on trying to model an environment consisting of mobile autonomous robots, and studying the capabilities the robots must have in order to achieve their common goals. A number of computational models were proposed in the literature for such systems. In this paper we follow the models of [19–21]. The robots are identical and indistinguishable, cannot communicate between them, and do not operate continuously. They wake up at unspecified times, observe their environment using sensors which are capable of identifying the locations of the other robots, perform a local computation determining their next move and move accordingly.

To model the behavior of the robots, several activation scheduling models have been suggested. In the synchronous model, all robots are active at every cycle. In the semi-synchronous model some robots are active at each cycle. In the asynchronous model, no cycles exist and no limit is placed on the latency of each robot movement. The models are presented more formally in the next section.
Two basic coordination tasks in autonomous mobile robot systems that have received considerable attention are gathering and convergence. The gathering task requires the robots to occupy a single point within a finite number of steps, starting from any initial configuration. The closely related convergence task requires the robots to converge to a single point, rather than reach it (namely, for every $\epsilon > 0$ there must be a time $t_\epsilon$ by which all robots are within distance of at most $\epsilon$ of each other).

A straightforward approach to these problems is based on requiring the robots to calculate some median position of the group and move towards that position. The current paper focuses on what is arguably the most natural variant of this approach, namely, using the center of gravity (also known as the center of mass, the barycenter or the average position) of the robot group.

The center of gravity approach is easy to analyze in the fully synchronous model. In the semi-synchronous or asynchronous models, however, analyzing the process becomes more involved, since the robots may take their measurements at different times, including while other robots are in movement. This might result in oscillatory effects on the centers of gravity calculated by the various robots, and possibly cause them to pass each other by in certain configurations. Subsequently, the correctness of the center of gravity algorithm has not been proven formally so far (to the best of our knowledge), i.e., it has not been shown that this algorithm guarantees convergence.

Several different and more sophisticated algorithms have been proposed before, some of which also guarantee gathering within finite time. The gathering problem was first discussed in [19,20] in the semi-synchronous model. It was proven that it is impossible to achieve gathering of two oblivious autonomous mobile robots that have no common sense of orientation under the semi-synchronous model. (Convergence is easy to achieve in this setting.) Also, an algorithm was presented in [20] for gathering $N \geq 3$ robots in the semi-synchronous model. In the asynchronous model, an algorithm for gathering $N = 3, 4$ robots is brought in [22,16], and an algorithm for gathering $N \geq 5$ robots has recently been described in [15]. The gathering problem was also studied in a system where the robots have limited visibility [23,24].

Nevertheless, the center of gravity approach has several important advantages, making it desirable in many cases.

- It requires a very simple and efficient calculation, which can be carried out on simple hardware, and requires very low computational effort.
- It can be easily applied to 1, 2 or 3 dimensions and to any number of robots.
- It has a bounded and simple to calculate error due to rounding.
- It is oblivious, i.e., it requires no memory of previous actions and positions, rendering it both memory-efficient and self-stabilizing (in the sense that a finite number of transient errors cannot prevent eventual convergence).
- It prevents deadlocks, that is, every robot can move at any given position (unless it is already at the center of gravity).

In the current paper, we address the convergence of the center of gravity algorithm. In Section 2 we prove the correctness of the algorithm in the semi-
synchronous model of [19]. The problem appears to be more difficult in the asynchronous model. In Section 3 we make a modest first step by providing a convergence proof in this model for \( N = 2 \) robots.

Recently, we have been able to extend the result presented in the current paper and show that the center of gravity algorithm converges in the fully asynchronous model for any number of robots [25].

1.2 The model

The basic model studied in [14–20] can be summarized as follows (with some minor changes). The robots are expected to execute a given algorithm in order to achieve a prespecified mission. Each of the \( N \) robots \( R_i \) in the system is assumed to operate individually, repeatedly going through simple cycles consisting of four steps:

- **Look**: Identify the locations of all robots in \( R_i \)'s private coordinate system; the result of this step is a multiset of points \( P = \{ p_1, \ldots, p_N \} \) defining the current configuration. The robots are indistinguishable, so each robot \( R_i \) knows its own location \( p_i \), but does not know the identity of the robots at each of the other points.
- **Compute**: Execute the given algorithm, resulting in a goal point \( p_G \).
- **Move**: Move on a straight line towards the point \( p_G \). The robot might stop before reaching its goal point \( p_G \), but is promised to traverse a distance of at least \( S \) (unless it has reached the goal).
- **Wait**: The robot sleeps for an indefinite time and the awakens for the next Move.

The “look” and “move” operations are identical in every cycle, and the differences between various algorithms are in the “compute” step. The procedure carried out in the “compute” step is identical for all robots. Notics that for the sake of analysis, the Compute and Wait steps can be absorbed into the Move step since no restriction is placed on the relative rate of movement during this step.

In most papers in this area (cf. [26,19,23,16]), the robots are assumed to be rather limited. To begin with, the robots are assumed to have no means of directly communicating with each other. Moreover, the robots are also assumed to be oblivious (or memoryless), namely, they cannot remember their previous states, their previous actions or the previous positions of the other robots. Hence the algorithm employed by the robots for the “compute” step cannot rely on information from previous cycles, and its only input is the current configuration. While this is admittedly an over-restrictive and unrealistic assumption, developing algorithms for the oblivious model still makes sense in various settings, for two reasons. First, solutions that rely on non-obliviousness do not necessarily work in a dynamic environment where the robots are activated in different cycles, or robots might be added to or removed from the system dynamically. Secondly, any algorithm that works correctly for oblivious robots is inherently
self-stabilizing, i.e., it withstands transient errors that alter the robots’ local states.

We consider two timing models. The first is the well studied semi-synchronous model (cf. [19]). This model is partially synchronous, in the sense that all robots operate according to the same fixed length clock cycles. However, not all robots are necessarily active in all cycles (the model is based on the assumption that each cycle is instantaneous). Rather, at each cycle \( t \), any non-predetermined subgroup of the robots may commence the Look–Compute–Move cycle. The activation of the different robots can be thought of as managed by a hypothetical scheduler, whose only fairness obligation is that each robot must be activated and given a chance to operate infinitely often in any infinite execution.

The second model is the fully asynchronous model (cf. [15,16]). In this model, robots operate on their own (time-varying) rates, and no assumptions are made regarding the relative speeds of different robots. In particular, robots may remain inactive for arbitrarily long periods between consecutive operation cycles.

To describe the center of gravity algorithm, hereafter named Algorithm Go_to_COG, we use the following notation. Denote by \( \bar{r}_i[t] \) the location of robot \( i \) at time \( t \). Denote the true center of gravity at time \( t \) by \( \bar{c}[t] = \frac{1}{N} \sum_{i=1}^{N} \bar{r}_i[t] \). Denote by \( \bar{c}_i[t] \) the center of gravity as last calculated by the robot \( i \) before time \( t \), i.e., if the last calculation was done at time \( t' < t \) then \( \bar{c}_i[t] = \bar{c}[t'] \). Note that, as mentioned before, robot \( i \) calculates this location in its own private coordinate system; however, for the purpose of describing the algorithm and its analysis, it is convenient to represent these locations in a unified global coordinate system (which of course is unknown to the robots themselves). By convention \( \bar{c}_i[0] = \bar{r}_i[0] \) for all \( i \).

Algorithm Go_to_COG is very simple. After measuring the current configuration at some time \( t \), the robot \( i \) computes the average location of all robot positions (including its own), \( \bar{c}_i[t] = \sum_i \bar{r}_i[t]/N \), and then proceeds to move towards the calculated point \( \bar{c}_i[t] \). (As mentioned earlier, the move may terminate before the robot actually reaches the point \( \bar{c}_i[t] \), but in case the robot has not reached \( \bar{c}_i[t] \), it must has traversed a distance of at least \( S \). Also, in the semi-synchronous model, the move operation terminates by the end of the cycle.)

## 2 Convergence in the semi-synchronous model

In this section we prove that in the semi-synchronous model, Algorithm Go_to_COG converges for any number of robots \( N \geq 2 \).

We start with a technical Lemma. The robots’ moment of inertia at time \( t \) is defined as

\[
I[t] = \frac{1}{N} \sum_{i=1}^{N} (\bar{r}_i[t] - \bar{c}[t])^2.
\]

**Lemma 1.** Suppose that at some given time, all robots reside in a radius \( R \) circle centered at the origin, and let \( 0 < x_0 \leq R \). If the \( x \) coordinate of each robot satisfies \( x \geq x_0 \), then their moment of inertia satisfies \( I \leq 4(R^2 - x_0^2) \).
**Proof:** Since the region $\mathcal{A}$ obtained from the intersection of the circle and the half-plane $x \geq x_0$ is convex, the center of gravity $\bar{c}$ must also lie inside $\mathcal{A}$. Since $\mathcal{A}$ contains less than half the circle, the longest chord in $\mathcal{A}$ is the segment between the points $a = (x_0, -\sqrt{R^2 - x_0^2})$ and $b = (x_0, \sqrt{R^2 - x_0^2})$ (see Figure 1). The length of this segment is $L = 2\sqrt{R^2 - x_0^2}$ and therefore the distance between each robot and the center of gravity cannot exceed $L$. Thus,

$$I = \frac{1}{N} \sum_{i=1}^{N} (\bar{r}_i - \bar{c})^2 \leq \frac{1}{N} \cdot N \cdot L^2 \leq L^2.$$

Defining the function $I_x[t] = \frac{1}{N} \sum_{j=1}^{N} (\bar{r}_j[t] - \bar{x})^2$, we notice the following (cf. [27]).

**Lemma 2.** $I_x \geq I_x$ for every $\bar{x}$.

**Lemma 3.** For the semi-synchronous model, in any execution of Algorithm $\text{GoToCG}$, $I[t]$ is a non-increasing function of time.

**Proof:** In each cycle $t$, each robot that is activated, and is not already at the current center of gravity, can get closer to the observed center of gravity $\bar{c}[t]$, hence $I_{\bar{c}[t]}[t] \leq I_{\bar{c}[t]}[t + 1]$. By Fact 2, $I_{\bar{c}[t]}[t + 1] \geq I_{\bar{c}[t+1]}[t + 1]$. Combined, we have

$$I[t] = I_{\bar{c}[t]}[t] \leq I_{\bar{c}[t+1]}[t + 1] = I[t + 1].$$

Recall that $S$ is the minimum movement distance of the robots.

**Lemma 4.** If at some time $t_0$ the robots’ moment of inertia is $I_0 \equiv I[t_0]$, then there exists some $\hat{t} > t_0$, such that $I_1 \equiv I[\hat{t}] \leq \max(I - \frac{\mathcal{S}^2}{N}, (1 - \frac{1}{100N}) I)$.

**Proof:** Assume without loss of generality that $\bar{c}[t_0]$ is at the origin. Take $i$ to be the robot most distant from the origin at time $t_0$, and assume again that it lies on the positive $x$ axis, at point $(R, 0)$. Since it was the most distant robot, we have $R^2/N \leq I_0 \leq R^2$. Now take $t_1$ to be the time of this robot’s first activation after $t_0$. By Lemma 3, $I[t_1] \leq I_0$. We separate the analysis into two cases. First, suppose that the distance of robot $i$ from $\bar{c}[t_1]$, the center of gravity
at time $t_1$, is at least $\frac{R}{10N^2}$. Then, in its turn, it can move a distance at least $m = \min\{\frac{R}{10N^2}, S\}$. This decreases $I$ by at least $\frac{m^2}{N}$ as required. Thus taking $\hat{t} = t_1 + 1$, the lemma follows.

If the robot cannot move a distance $m$ in its turn, this implies that the distance of this robot from the center of gravity at time $\hat{t}$ is less than $m$. Since the circle is convex, no robot can reside at a distance greater than $R$ from the origin. The difference between the $x$ coordinate of robot $i$ and $\bar{c}[t_1]$, the center of gravity at time $t_1$, cannot exceed $m \leq \frac{R}{10N^2}$. Since the center of gravity is the average of the robots’ locations, the $x$ coordinate of each robot $j$ must satisfy $x_j \geq R - Nm$. By Lemma 1, $I[t_1] \leq 4(R^2 - (R - Nm)^2) \leq 8RNm \leq \frac{8m^2}{10N^2} \leq (1 - \frac{1}{100N^2})I[t_0]$. Thus taking $\hat{t} = t_1$, the lemma follows.

**Theorem 1.** In the semi-synchronous model, for $N \geq 2$ robots in 2-dimensional space, Algorithm Go_to_COG converges.

### 3 Asynchronous convergence of two robots

Let us now turn to the fully asynchronous model. We prove that in this model, Algorithm Go_to_COG converges for two robots. Our first observation applies to any $N \geq 2$.

**Lemma 5.** If for some time $t_0$, $\bar{r}_i[t_0]$ and $\bar{e}_i[t_0]$ for all $i$ reside in a closed convex curve, $\mathcal{P}$, then for every time $t > t_0$, $\bar{r}_i[t]$ and $\bar{e}_i[t]$ also reside in $\mathcal{P}$ for every $1 \leq i \leq N$.

**Proof:** For the Move operation, it is clear that if for some $i$, $\bar{r}_i[t_0]$ and $\bar{e}_i[t_0]$ both reside in a convex hull then for the rest of the move operation $\bar{e}_i[t] = \bar{e}_i[t_0]$ does not change and $\bar{r}_i[t]$ is on the segment $[\bar{r}_i[t_0], \bar{e}_i[t_0]]$, which is inside $\mathcal{P}$.

For the Look step, if $N = 2$ then the calculated center of gravity is on the line segment connecting both robots, and therefore respects convexity. For $N > 2$ robots the center of gravity is on the line connecting the center of gravity of $N - 1$ robots and the $N$th robot, and the Lemma follows by induction.

For the following we assume the robots reside on the $x$-axis. For every $t$, let $H[t]$ denote the convex hull of the points $\bar{r}_1[t]$, $\bar{r}_2[t]$, $\bar{c}_1[t]$ and $\bar{c}_2[t]$, namely, the smallest closed interval containing all four points.

**Corollary 1.** For $N = 2$ robots, for any times $t, t_0$, if $t > t_0$ then $H[t] \subseteq H[t_0]$, namely, the points $\bar{r}_1[t]$, $\bar{r}_2[t]$, $\bar{c}_1[t]$ and $\bar{c}_2[t]$ reside in the line segment $H[t_0]$.

**Lemma 6.** If for some time $t_0$, $\bar{r}_2[t_0] \geq \bar{r}_1[t_0]$, $\bar{c}_2[t_0] \geq \bar{c}_1[t_0]$ and $\bar{r}_1[t]$ is a monotonic non-increasing function for $t \in [t_0, \hat{t}]$, then

1. at all times $t \in [t_0, \hat{t}]$, $\bar{r}_2[t] \geq \bar{r}_1[t]$ and $c_2[t] \geq c_1[t]$, and
2. if at time $t^* \in [t_0, \hat{t}]$ robot 2 performed a Look step, then $\bar{c}_2[t] \in [\bar{r}_1[t], \bar{r}_2[t]]$ at all times $t \in [t^*, \hat{t}]$. 

**Proof:** Suppose that during the time interval \([t_0, \hat{t}]\), robot 2 performed \(k \geq 0\) Look steps. Set \(t_{k+1} = \hat{t}\), and if \(k \geq 1\) then denote the times of these Look steps by \(t_1, t_2, \ldots, t_k \in [t_0, t_{k+1}]\). We now prove by induction that claims 1 and 2 hold also for all times \(t \in [t_i, t_{i+1}]\) for \(0 \leq i \leq k\).

For \(i = 0\), observe that since robot 2 did not perform a Look step throughout the entire time interval \([t_0, t_1]\), its location \(\bar{r}_2[t]\) at any time \(t \in [t_0, t_1]\) is in the interval \([\bar{r}_2[t_0], \bar{c}_2[t_0]]\), which is entirely to the right of \(\bar{r}_1[t_0] \geq \bar{r}_1[t]\), hence claim 1 of the lemma follows. Claim 2 of the lemma holds vacuously, and we are done.

We now assume that claim 1 holds for the interval \([t_{i-1}, t_i]\) and prove that both claims hold at any time in the interval \([t_i, t_{i+1}]\). Indeed, notice that by assumption robot 2 is to the right of robot 1 at time \(t_i\), and since a Look step is performed at that time, \(\bar{c}_2[t_i]\) is at the average position of the robots, hence it is also to the right of robot 1. Thus, \(\bar{c}_2[t] = \bar{c}_2[t_i] \geq \bar{r}_1[t_i] \geq \bar{r}_1[t]\) for all \(t \in [t_i, t_{i+1}]\) and claim 2 follows for that interval. During the time interval \([t_i, t_{i+1}]\), robot 2 traverses the segment \([\bar{c}_2[t_i], \bar{r}_2[t_i]]\), which is entirely to the right of \(\bar{r}_1[t_i] \geq \bar{r}_1[t]\), hence claim 1 follows as well.

**Lemma 7.** For \(N = 2\) robots, for every time \(t_0\) there exists a time \(\hat{t} \geq t_0\) in which \(\bar{c}_i[\hat{t}] = \bar{r}_i[\hat{t}]\) and \(\bar{c}_i[\hat{t}]\) resides on the line segment \([\bar{r}_1, \bar{r}_2]\) for \(i \neq j\) and \(i, j \in \{1, 2\}\).

**Proof:** Let \([a, b] = \mathcal{H}[t_0]\). Take \(t_1 > t_0\) to be the first time at which robot 1 completes its next Move operation. Thus, \(\bar{r}_1[t_1] = \bar{c}_1[t_1]\). Without loss of generality assume \(\bar{r}_2[t_1] > \bar{r}_1[t_1]\), i.e., \(\bar{r}_2[t_1]\) falls in the segment \([\bar{r}_1[t_1], b]\). There are now three possible configurations (see Fig. 2).

![Fig. 2: The three cases in the proof of Lemma 7: ordering of the robots.](image)

1. \(\bar{c}_2\) resides on the segment \([\bar{r}_1, \bar{r}_2]\). Then take \(\hat{t} = t_1\) and we are done.
2. \(\bar{c}_2\) resides on the segment \([\bar{r}_2, b]\). Then let \(\hat{t}\) be the time when robot 2 completes its current Move operation. Since robot 2 moves away from robot 1,
$\bar{c}_1$ will always reside on the segment $[\bar{r}_1, \bar{r}_2]$ (by Lemma 6). At $\hat{t}$, $\bar{r}_2 = \bar{c}_2$ and $\bar{c}_1$ resides on the segment $[\bar{r}_1, \bar{r}_2]$. Thus, we are done.

3. $\bar{c}_2$ resides on the line segment $[a, \bar{r}_1]$. In this case take $t_2$ to be the time at which robot 2 ends its Move operation. Whence, $\bar{c}_2[t_2] = \bar{r}_2[t_2]$. Since for any $t \in [t_1, t_2]$, $\bar{r}_2[t]$ is on the right of $\bar{c}_2[t]$ and $\bar{c}_1[t] = \frac{(\bar{r}_1[t_3] + \bar{r}_2[t_3])}{2}$ for some $t_3 \in [t_1, t]$, it follows that $\bar{c}_1[t]$ is to the right of $\bar{c}_2[t]$ and therefore also $\bar{r}_1[t]$ stays to the right of $\bar{c}_2[t] = \bar{c}_2[t_1]$. Hence, at time $t_2$, $\bar{r}_1$ and $\bar{c}_1$ are on the left of $\bar{r}_2 = \bar{c}_2$. Therefore, we reach either case 1 or 2 with the roles of 1 and 2 reversed. This completes the proof.

**Lemma 8.** For $N = 2$ robots, for every time $t_0$ there exists a time $\hat{t} > t_0$ such that $|H[\hat{t}]| \leq |H[t_0]|/2$.

**Proof:** Let $L = |H[t_0]|$. Take $t_1 > t_0$ to be the time when both robots have completed at least one cycle after $t_0$. By Corollary 1 they are still in $H[t_0]$. By Lemma 7 there exists $t_2 \geq t_1$ such that at time $t_2$, $\bar{c}_1[t_2] = \bar{r}_1[t_2]$ and $\bar{c}_2[t_2] \in [\bar{r}_1, \bar{r}_2]$ (where robots 1 and 2 and the left/right directions are chosen to make this true). By Corollary 1, $[\bar{r}_1[t_2], \bar{r}_2[t_2]] \subseteq H[t_0]$. Take $D = d(\bar{r}_1[t_2], \bar{r}_2[t_2]) \leq L$.

Now take $t_3$ to be the time of the next Look step of robot 1. Clearly $L_1 \equiv d(\bar{c}_1[t_3], \bar{r}_1[t_3]) < L/2$ (since the center of gravity is the average of the robots’ locations and $d(\bar{r}_1[t_3], \bar{r}_2[t_3]) \leq |H(t_3)| \leq |H(t_0)| = L$). Now take $\hat{t}$ to be the time of the end of robot 1’s Move operation, so $\bar{c}_1[\hat{t}] = \bar{r}_1[\hat{t}]$. Without loss of generality assume at $t_3$ robot 1 is the rightmost. Either of the following three cases is possible at $\hat{t}$ (see Fig. 3).

1. $\bar{r}_2[\hat{t}]$ is to the right of $\bar{r}_1[\hat{t}]$. This means that for some time $t_4 \in [t_3, \hat{t}]$, $\bar{r}_1[t_4] = \bar{r}_2[t_4]$. At any $t \in [t_2, t_4]$, $\bar{r}_1[t]$ was to the right of $\bar{r}_2[t]$, implying that $\bar{c}_2[t]$ was also on the right of $\bar{r}_2[t]$, and specifically $\bar{c}_2[\hat{t}] \geq \bar{r}_2[\hat{t}] \geq \bar{r}_1[\hat{t}] = \bar{c}_1[\hat{t}]$. Therefore they are all on the segment $[\bar{r}_1[\hat{t}], \bar{r}_1[t_3]]$ of length $L_1 \leq L/2$. 

Fig. 3. The three cases in the ordering of the robots in Lemma 8.
2. $\bar{r}_2[t]$ and $\bar{c}_2[t]$ are to the left of $\bar{r}_1[t]$. Since robot 2 must have been moving right at all $t_2 \leq t \leq t'$ it must hold that $\bar{c}_2[t]$ resides on the segment $[\bar{r}_2[t], \bar{r}_1[t]]$ and that $d(\bar{r}_1[t], \bar{c}_2[t]) \leq d(\bar{r}_1[t_2], \bar{r}_2[t_2]) = D$. Now, since $d(\bar{r}_1[t_2], \bar{c}_1[t_2]) = d(\bar{r}_1[t_2], \bar{r}_2[t_2])/2 = D/2$, and $\bar{r}_2[t]$ and $\bar{c}_2[t]$ are to the left of $\bar{r}_1[t]$ they are restricted to the segment left of $\bar{r}_1[t]$ and to the right of $\bar{r}_2[t_2]$ of length $D/2 \leq L/2$ we are done. 

**Theorem 2.** In the fully asynchronous model, for two robots in a dimensional space, Algorithm $G_0 \to CBOG$ converges.

**Proof:** Apply Lemma 8 to each dimension separately.
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