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Introduction

Word maps. Let Fm be the free group of rank m. Fix its generators x1, . . . , xm. Then for
any word w = w(x1, . . . , xm) ∈ Fm and any group G one can define the word map

w̃ : Gm → G

by evaluation. Namely, w̃(g1, . . . , gm) is obtained by substituting gi in place of xi and g−1
i

in place of x−1
i followed by computing the resulting value w(g1, . . . , gm).

Word maps have been intensely studied over at least two past decades in various contexts
(see, e.g., [?], [?], [?], [?] for surveys). In this paper, we consider the case where G = G(K)
is the group of K-points of a simple linear algebraic group G defined over an algebraically
closed field K. We are mainly interested in studying the image of w̃. Borel’s theorem
[?] says that w̃ is dominant, i.e., its image contains a Zariski dense open subset of G.
However, w̃ may not be surjective: this may happen in the case of power maps on groups
with non-trivial centre (say, squaring map on SL(2,C)) and, if G is not of type A, even on
adjoint groups, see [?], [?], [?]. For the adjoint groups of type A, the surjectivity problem
is wide open, even in the case of groups of rank 1, and even for words in two variables.
The goal of the present paper is two-fold. First, we extend our viewpoint on the domi-
nance and surjectivity problems from genuine word maps to word maps with constants
and establish a partial, “generic” analogue of Borel’s dominance theorem. Another ex-
tension concerns a continuation of the word map w̃ : GLn(K)m → GLn(K) to the map
w̃∗ : Mn(K)m → Mn(K). Being interesting in its own right, this method yields, as a
by-product, a new proof of some results of Bandman and Zarhin [?], who proved the sur-
jectivity of w̃ for G = PGL2(K) in the case whereK is an algebraically closed field of char-
acteristic zero, m = 2, and w ∈ Fm\F 2

m, where F
1
m = [Fm, Fm], . . . , F

i
m = [F i−1

m , F i−1
m ], . . . .

Our second goal consists in studying the geometric structure of the representation variety
of the one-relator group Γw := Fm/ ⟨w⟩ with an eye towards applying the data on its
irreducible components to searching unipotent elements in the image of the word map.
This often allows one to prove the surjectivity of the word map on PGL2(K). We give
a non-trivial example of such a w ∈ F2, in the spirit of [?] but avoiding their computer
calculations.

Word maps with constants. Let G be a group, let

Σ = {σ1, . . . , σr | σi ∈ G \ Z(G) for every i = 1, . . . , r},
1
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and let w1, . . . , wr+1 ∈ Fm be reduced words. The expression

wΣ = w1σ1w2σ2 · · ·wrσrwr+1

is called a word with constants (or a generalized monomial) if the sequence w2, . . . , wr does
not contain the identity word. We will view a word w ∈ Fm as a word with constants wΣ

with Σ = ∅ and w = w1.
A word with constants also induces a map

w̃Σ : G
m → G.

Let now G = G(K) where G is a simple algebraic group defined over an algebraically
closed field K. In general, the image Imw̃Σ

is not dense in G as in Borel’s Theorem.
However, there are examples when this image is dense. For instance, the problem of the
density of Imw̃Σ

is related to the definition of covering numbers for products of conjugacy
classes (see [?]). Namely, let r = m and let

wΣ = x1σ1x
−1
1 x2σ2x

−1
2 · · · xmσmx

−1
m .

Then Imw̃Σ
= C1C2 · · ·Cm where Ci is the conjugacy class of σi. Thus,

Imw̃Σ
= C1C2 · · ·Cm

where X is the Zariski closure of X ⊂ G. In [?] it has been proved that Imw̃Σ
= G if

| Σ |> 2 rankG+ 1.
In the present paper, we prove (Theorem ??) that for a “general” word with constants
wΣ the induced map w̃Σ turns out to be dominant.
Note that words with constants are also related to other problems in the theory of algebraic
groups (see, e.g., [?], [?], [?], [?]).

Word maps and representation varieties.
For a simple algebraic group G defined over an algebraically closed field K one can define
the quotient map π : G → G // G ≈ T/W where G // G and T/W are categorical quotients
with respect to the action of G on G by conjugation and the natural action of the Weyl
group W on a maximal torus T , respectively, see [?] for details. Then we have the map

π ◦ w̃ : Gm → T/W.

We denote by w̃K : G(K)m → G(K) the induced word map on the group G := G(K).
Borel’s theorem implies that Im(π◦w̃K) is dense in T/W . However, we do not know when
Im(π ◦ w̃K) = T (K)/W . Moreover, we have no example when Im(π ◦ w̃K) ̸= T (K)/W .
On the other hand, we have not so many examples when Im(π ◦ w̃K) = T (K)/W . The
latter equality holds, say, for the Engel words w = [· · · [[x, y], y], · · · y] (see [?]) and for the
power words w = xk. Bandman and Zarhin proved in [?] that Im(π ◦ w̃K) = T (K)/W
when G = SL2(K).
Note that the equality Im(π ◦ w̃K) = T (K)/W implies that for every semisimple element
s ∈ T (K) one can find an element of the form su in the image of w̃K where u is a unipotent
element of G which commutes with s, see [?]. This implies, in its turn, that

Im(π ◦ w̃K) = T (K)/W ⇒ all regular semisimple elements of G belong to Im w̃K .
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Thus, if G = SL2 then every element of G belongs to Im w̃K except, possibly, −1,±u
where u is a unipotent element. Hence, if G = PGL2 then Im w̃K ⊇ G \ {u}. Then we
have only one obstacle to proving the surjectivity of w̃K for PGL2(K), namely, we have
to prove the existence of a non-trivial unipotent element in the image. The existence of
unipotent elements in Im w̃K is somehow related to the structure of the representation
variety. Namely, denote

Ww = w̃−1(1), Tw = (π ◦ w̃)−1(π(1))

(here we denote by 1 the identity of G). Then Ww is the representation variety R(Γ, G)
where Γ = Γw is the m-generated group with one defining relation w (see, e.g., [?]). The
set Tw ⊂ Gm is the set of m-tuples (g1, . . . , gm) ∈ Gm such that

w(g1, . . . , gn) = u is a unipotent element of G,

that is, Tw is the preimage of the unipotent subvariety of G. We have an inclusion
Ww ⊆ Tw of affine subsets of Gm, and the inequality Ww ̸= Tw is a sufficient condition for
the existence of a non-trivial unipotent element in Im w̃. We calculate several examples
of words in F2 for the group G = SL2. In all these examples Ww ̸= Tw but there are
cases when some irreducible components of Ww coincide with a irreducible component of
Tw. Possibly, the investigation of structure properties of the representation varieties Ww

would give an answer to the question on the existence a non-trivial unipotent element in
SL2(C) lying in the image of w̃.

Some results of this paper were announced in [?].

Notation and conventions.

Below, if not stated otherwise, K is an algebraically closed field and G is an algebraic
group defined over K, so we identify the group G with G := G(K).

We denote the identity element of G by 1;
NG(H) denotes the normalizer of H in G;
R ∗Q denotes the free product of groups R and Q;
for a group ∆ and x, y ∈ ∆, we use the symbol x v y if x is conjugate to y in ∆;
Ga, GLn, SLn denote the additive, general linear, special linear groups;
Mn(K) is the set of n× n-matrices over K;
In ∈ Mn(K) is the identity matrix;
for A ∈ Mn(K) by A∗ we denote the adjugate matrix, i.e., the matrix such that AA∗ =
A∗A = det(A)In (note that for a generic matrix M = (xij) the entries of the matrix M∗

are homogeneous polynomials in {xij} of degree n− 1);
for a map f : X → Y and a subset S ⊂ X we denote by ResSf the restriction of f to S.

Let X be an algebraic variety defined over K, and let {Xi} be a countable set of proper
closed subsets Xi $ X. Then we call the set X \ ∪iXi a quasi-open subset of X. (In
topology and real analysis such sets are often called “Gδ-sets”.)

If X is an algebraic variety and Y ⊂ X, then Y is the Zariski closure of Y in X.
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1. Word maps with constants

Let w̃Σ : G
m → G be a word map with constants of a simple algebraic group G. Note

that there are words with constants wΣ such that Im w̃Σ = 1 (so-called identities with
constants, see, e.g., [?]). Such identities exist if and only if the root system of G contains
roots of different length. However, even in the cases when all roots are of the same length
we cannot expect the analogue of the Borel Theorem Im w̃Σ = G. It would be interesting
to understand the influence of the properties of the set Σ on the dimension of ImwΣ. In
such a generality, this seems to be a difficult question, and we start with considering some
particular situations.

Theorem 1.1. Let w1, . . . , wr+1 ∈ Fm be words where w2, . . . , wr ̸= 1. There exists
an open set U ⊂ Gr such that for every Σ = (σ1, . . . , σr) ∈ U and for the word with

constants wΣ = w1σ1w2σ2 · · ·wrσrwr+1, the dimension dim Im w̃Σ is a fixed number d =
d(w1, . . . , wr+1) depending only on w1, . . . , wr+1 ∈ Fm. Moreover,

dim Im w̃Σ′ ≤ d

for every Σ′ = (σ′
1, . . . , σ

′
r) ∈ Gr (here we admit the possibility σ′

i ∈ Z(G)).

Proof. Define the word

wY = w1y1w2y2 · · ·wryrwr+1 ∈ Fm+r = ⟨x1, . . . , xm, y1, . . . , yr⟩.
We have dominant maps

w̃Y : Gm+r → G and pY : Gm+r → Gr

where pY is the projection onto the components m+ 1, . . . ,m+ r. Consider the map

Φ: Gm+r (w̃Y ,pY )→ G×Gr.

Let X = ImΦ ⊂ G × Gr, and let p′Y : X → Gr be the projection onto Gr. Then
p′Y (X) = Gr because for every r-tuple Σ = (σ1, . . . , σr) ∈ Gr there is a non-empty set

ZΣ = {(w̃Σ(g1, . . . , gm), σ1, . . . , σr) | (g1, . . . , gm) ∈ Gm} ⊂ X.

One can show that there exists an open subset V of X such that:

(a) V ⊂ ImΦ,
(b) for every v ∈ V the dimension of every irreducible component of the preimage

Φ−1(v) is a fixed number f,
(c) for every u ∈ ImΦ the dimension of every irreducible component of the preimage

Φ−1(u) is greater than or equal to f

(cf., e.g., [?, Chapter I, n. 6, Th. 7]). Let now U ⊂ Gr be an open subset contained
in p′Y (V), and let Σ = (σ1, . . . , σr) ∈ U . Let v ∈ V be such that p′Y (v) = Σ. Then
v = (w̃Σ(g1, . . . , gm), σ1, . . . , σr) for some (g1, . . . , gm) ∈ Gm, and the dimension of ev-
ery irreducible component of the preimage Φ−1(v) is equal to f, see (b). Further, the
Zariski closure ZΣ is an irreducible closed subset of X. Indeed, ZΣ is the image of
an irreducible variety under the morphism ΦΣ : G

m → G × Gr given by the formula
ΦΣ(x1, . . . , xm) = (wΣ(x1, . . . , xm), σ1, . . . , σr) (in other words, ΦΣ is the restriction of
Φ to Gm × (σ1, . . . , σr) ⊂ Gm × Gr). Note that v ∈ ZΣ ∩ V . Hence there is an open
subset W of ZΣ such that v ∈ W ⊂ V . Since W ⊂ V , the dimension of every irreducible
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component of Φ−1(v′) for every point v′ ∈ W is equal to f, see (b). Also, for every
v′ ∈ W the closed subset Φ−1(v′) ⊂ Gm × Gr is isomorphic (as an affine variety) to the
closed subset Φ−1

Σ (v′) ⊂ Gm. Hence the dimension of the general fibre of the morphism
ΦΣ : G

m → G×Gr is equal to f, and therefore

dim ImΦΣ = m dimG− f.

The construction of ΦΣ shows that ImΦΣ is isomorphic to Im w̃Σ (the projection of G×Gr

onto the first component gives this isomorphism). Hence dim Im w̃Σ = m dimG − f for
every Σ ∈ U .

Let Σ′ = (σ′
1, . . . , σ

′
r) ∈ Gr (possibly, σ′

i ∈ Z(G) for some i). Note that over the points of
G× Σ ⊂ G× Gr the maps w̃Σ′ : Gm → G and ΦΣ′ : Gm → G× Gr have the same fibres.
Moreover, these fibres are also fibres of the map Φ: Gm×Gr → G×Gr which correspond
to points of the form (w̃Σ′(g1, . . . , gm), σ

′
1, . . . , σ

′
r). Since the dimension of every fibre of Φ

is at least f (see (c)), the dimension f′ of the general fibre of w̃Σ′ is at least f. Hence

dim Im w̃Σ′ = m dimG− f′ ≤ d = m dimG− f.

�
Definition 1.2. Given an (r + 1)-tuple of words Ωr = (w1, . . . , wr+1) of Fm where
w2, . . . , wr ̸= 1, we say that Σ = (σ1, . . . , σr) is regular for Ωr if Σ ∈ U where U is
an open subset satisfying the conditions of Theorem ??.

Example 1.3. Let m = 1 and Ω2 = {w1 = x,w2 = x−1}. Then for every Σ = {σ} the
image of w̃Σ is the conjugacy class of σ, and therefore for a regular Σ the dimension of
Im w̃Σ is equal to the dimension of the conjugacy class of a regular element σ of G, that
is, dim G− rankG.

Corollary 1.4. Let Ωr = (w1, . . . , wr+1) be such that w2, . . . , wr ̸= 1. Suppose
∏r+1

i=1 wi ̸=
1. Then if Σ = (σ1, . . . , σr) is regular for Ωr, the map w̃Σ : G

m → G is dominant.

Proof. Indeed, for Σ = (1, 1, . . . , 1) we have wΣ = w =
∏r+1

i=1 wi ̸= 1, and therefore w̃Σ

is dominant according to Borel’s Theorem. Now the statement immediately follows from
Theorem ??. �
Remark 1.5. Since the point (1, 1, . . . , 1) is the most peculiar case, presumably, the
condition w =

∏r+1
i=1 wi ̸= 1 is sufficient for every w̃Σ to be dominant.

Below we consider one important example where the word with constants is obtained by
substitution of an element of G instead of one variable and where the condition

∏r+1
i=1 wi ̸=

1 of Corollary ?? may not hold (such words with constants are used in [?]).
Let w(x1, . . . , xm, y) ∈ Fm+1,

w = w1y
k1w2y

k2w3 · · ·wry
krwr+1,

where w1, . . . , wr+1 ∈ Fm and w2, . . . , wr ̸= 1. Then for every σ ∈ G we have the word
with constants

wσ = w1σ
k1w2σ

k2w3 · · ·wrσ
krwr+1

(actually, according to the definition, we have to exclude the cases where σki ∈ Z(G) for
some i).
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Theorem 1.6. Suppose
∑m

j=1 kj = 0. Then there exists an open subset V ⊂ G such that
for any σ ∈ V the map

π ◦ w̃σ : G
m → T/W

is dominant.

Proof. Choose a sequence G1 < G2 < · · · < Gℓ = G of simple algebraic subgroups of G
and a sequence T1 ≤ · · · ≤ Tℓ = T of their maximal tori so that rankGi = i and all the
Gi are T -invariant.
This can be done as follows. Let {α1, . . . , αℓ} be an irreducible root system corresponding
to G. We may assume that the simple roots αi are numbered so that for every i ≤ ℓ
the set {α1, . . . , αi} is an irreducible root system. Let Gi be the corresponding subgroup
of G (generated by the root subgroups of the root system {α1, . . . , αi}). Then we have
G1 < G2 < · · · < Gℓ = G. Further, let Ti = {hα1(t1)hα2(t2) · · ·hαi

(ti) | t1, . . . , ti ∈ K∗}
be the corresponding maximal torus of Gi (here {hαi

(t) | t ∈ K∗} is the corresponding
one-dimensional torus in the simple algebraic group generated by the root subgroups
X±αi

)), and let T = Tℓ. Then we have T1 < T2 < · · · < Tℓ = T . Obviously, T normalizes
every root subgroup Xβ, β ∈ ⟨α1, . . . , αℓ⟩, and therefore it normalizes every Gi. Then in
the reductive group GiT we have T = TiHi where Hi is the subtorus of T which centralizes
Gi. Let πi : Gi → Ti/Wi denote the quotient morphisms.
The embedding ι : Ti−1 → Ti induces a morphism of varieties

ι∗ : Ti−1/Wi−1 → Ti/Wi.

Obviously, the morphism ι∗ is quasi-finite (every non-empty fibre is finite). Then

dim ι∗(Ti−1/Wi−1) = dimTi−1 = i− 1.

The set ι∗(Ti−1/Wi−1) is an irreducible codimension one subset of Ti/Wi.

Now suppose that σ ∈ T . Recall that for every i we have T = TiHi where Hi is the
centralizer of Gi in T . Hence σ = σihi for some σi ∈ Ti, hi ∈ Hi. Then for every m-tuple
(g1, . . . , gm) ∈ Gm

i we have

wσ(g1, . . . , gm) = w(g1, . . . , gm, σi)h
∑

j kj
i = w(g1, . . . , gm, σi) ∈ Gi (1.1)

(recall that
∑r

j=1 kj = 0). Hence the restriction of w̃σ to Gm
i gives the map

w̃i
σ : G

m
i → Gi.

Lemma 1.7. For every 1 < i ≤ ℓ there is an element σ ∈ T such that

πi(Im w̃i
σ) * ι∗(Ti−1/Wi−1).

Proof. Assume to the contrary that πi(Im w̃i
σ) ⊆ ι∗(Ti−1/Wi−1) for every σ ∈ T . Then for

every m-tuple (g1, . . . , gm) ∈ Gm
i and every σi ∈ Ti we have

πi ◦ w̃(g1, . . . , gm, σi) ⊂ ι∗(Ti−1/Wi−1).

Note that any (m + 1)-tuple of semisimple elements (γ1, . . . , γm, γ) is conjugate by an
element of Gi to an (m+1)-tuple of the form (g1, . . . , gm, σi) where σi ∈ T . Since the set
of (m+1)-tuples (γ1, . . . , γm, γ) of semisimple elements is dense in Gm+1

i and the map πi◦w̃
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is invariant under conjugation by elements of Gi, we have πi ◦ w̃(Gm+1
i ) ⊂ ι∗(Ti−1/Wi−1),

and therefore
dimπi ◦ w̃(Gm+1

i ) ≤ i− 1.

This implies that πi ◦ w̃(Gm+1
i ) ̸= πi(Gi), which is a contradiction with the Borel Theorem

[?]. �
Lemma 1.8. For every 1 < i ≤ ℓ there is a non-empty open subset Si ⊂ T such that

πi(Im w̃i
σ) * ι∗(Ti−1/Wi−1)

for every σ ∈ Si.

Proof. Let ωi : Gm
i × T → Gi be given by the formula

ωi(g1, . . . , gm, σ) = w̃i
σ(g1, . . . , gm).

Consider the composite map

πi ◦ ωi : Gm
i × T

ωi

→ Gi
πi→ Ti/Wi.

LetX = (πi◦ωi)−1(ι∗(Ti−1/Wi−1)). ThenX is a proper closed subset in Gm
i ×T by Lemma

??. Let X = ∪qXq be the decomposition of X into the union of irreducible closed subsets.
Further, let iT : X → T be the map induced by the projection Gm

i × T → T . Suppose

iT (Xq) ̸= T for some q. Put Siq = T \ iT (Xq). Now, if σ ∈ Siq then i−1
T (σ) ∩ Xq = ∅.

Suppose iT (Xq) = T for some q. Since dimXq < dim Gm
i × T , there is a non-empty

open subset Siq ⊂ T such that dim i−1
T (σ) ∩ Xq < dimGm

i for every σ ∈ Siq. Thus, if

σ ∈ Si = ∩qSiq, the set Gm
i × {σ} is not contained in X and therefore πi(Im w̃i

σ) *
ι∗(Ti−1/Wi−1). �
Lemma 1.9. There is a non-empty open subset S ⊂ T such that for every 1 < i ≤ ℓ and
every σ ∈ S we have

πi(Im w̃i
σ) * ι∗(Ti−1/Wi−1).

Proof. Take S = ∩iSi where Si is an open set from Lemma ??. �
We can now prove the theorem. Choose S as in Lemma ??. Let σ ∈ S. Suppose

πi−1(Im w̃i−1
σ ) = Ti−1/Wi−1. (1.2)

Note that for i = 1 we have T0 = {1}, W0 = {1} and therefore for i = 1 assumption (??)
holds. Since for every i the map w̃i

σ is the restriction of w̃σ to Gm
i (see, (??)), we have

πi(Im w̃i−1
σ ) ⊂ πi(Im w̃i

σ).

Since πi(Im w̃i−1
σ ) ⊂ Ti/Wi is the image of πi−1(Im w̃i−1

σ ) ⊂ Ti−1/Wi−1 with respect to the
map ι∗ : Ti−1/Wi−1 → Ti/Wi, we obtain from (??) and the assumption on σ that

ι∗(Ti−1/Wi−1) $ πi(Im w̃i
σ).

Since πi(Im w̃i
σ) and ι∗(Ti−1/Wi−1) are closed irreducible subsets of Ti/Wi and dim ι∗(Ti−1/Wi−1)

= i− 1, we have
πi(Im w̃i

σ) = Ti/Wi.

The induction step now finishes the proof. �
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Remark 1.10. Presumably, the assumption
∑r

j=1 kj = 0 can be replaced with a weaker

condition: the word w(x1, . . . , xm, y) ∈ Fm+1 is not of the form ωylω−1 for some ω =
ω(x1, . . . , xm, y) ∈ Fm+1. However, the example w(x, σ) = xσx−1 shows that we cannot
avoid some restrictions on the word w.

Remark 1.11. It would be interesting to extend our considerations to words with con-
stants and automorphisms (anti-automorphisms) of G where we have variables xi and
variables xφi

i marked by automorphisms. Such a word also gives rise to a map Gm → G.
Note that given a word with constants wΣ and a collection Φ = {φi} (i = 1, . . . ,m) of
automorphisms of G, there are (at least) two natural ways to produce such a map: first
replace each appearance of xai

i in wΣ with (xφi

i )ai , then either

(1) replace each such expression with φi(gi)
ai , or

(2) do this only in the cases where the exponent ai is positive,

and compute the resulting value in G. Although the second option might seem a little
artificial, it would include (at least) two important cases: 1) twisted conjugacy classes,
see, e.g., [?], [?] and the references therein for a survey of various aspects of this theory,
and 2) twisted commutators, see, e.g., [?], [?], [?], [?].

2. Word maps and central functions

General definitions. Let G = SLn(K). Then we extend a word map with constants
w̃Σ : G

m → G to a map

w̃∗
Σ : M

m
n (K) → Mn(K)

in the following way. Let

wΣ = w1σ1w2σ2 · · ·wrσrwr+1 = xa1
i1
xa2
i2
· · · xas1

is1
σ1x

as1+1

is1+1
· · · xas2

is2
σ2x

as2+1

is2+1
· · · (2.1)

be a word map with constants where Σ = {σ1, . . . , σr} ⊂ SLn(K). For any m-tuple of
matrices (µ1, . . . , µm) ∈ Mm

n (K) we define

w̃∗
Σ(µ1, . . . , µm) ∈ Mn(K)

by putting in formula (??) instead of each expression xak
ik

the matrix µ̄
|ak|
ik

where

µ̄ik =

{
µik if ak > 0

µ∗
ik

if ak < 0
.

In other words, we substitute in formula (??) matrices instead of variables replacing each
negative exponent with its module and in each such case replacing the given matrix with
the adjugate matrix.

Remark 2.1. The word map with constants w̃Σ : SL
m
n (K) → SLn(K) admits a natural

extension to the group GLn(K). Below we also denote by w̃Σ the corresponding map
GLm

n (K) → GLn(K).

Note that the map w̃∗
Σ can be represented by an n×n-matrix whose entries are polynomial

functions in the entries of the matrices µi. More precisely:
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Proposition 2.2. (i) Let A = K[{yrpq}mr=1] be the ring of polynomial functions on

Mm
n where yrpq corresponds to the (p, q)th entry of the rth component of Mm

n (here
1 ≤ p, q ≤ n, 1 ≤ r ≤ m). Further, let

a =
∑
ak>0

ak, b =
∑
ak<0

| ak | .

Then

w̃∗
Σ =


w11 w12 · · · w1n

w21 w22 · · · w2n

· · ·
wn1 w2n · · · wnn

 ∈ Mn(A)

where each wij is a homogeneous polynomial in {yrpq} of degree a+ (n− 1)b.
(ii) Let ∆r be the homogeneous polynomial of degree n in the variables yrpq given by the

determinant of the rth component of Mn, and let

∆ =
m∏
r=1

∆br
r where br =

∑
ak<0,ik=r

| ak | .

Then, restricting to GLn and SLn, we obtain, respectively

ResGLn w̃
∗
Σ = ∆w̃Σ and ResSLn w̃

∗
Σ = w̃Σ.

Proof. Straightforward from the definition. �
Example 2.3. Let m = 1, n = 2,

Σ =

{
σ1 = σ =

(
s 0
0 s−1

)
, σ2 = σ−1 =

(
s−1 0
0 s

)
| s ̸= 1

}
,

wΣ = σxσ−1x−1. Then a = 1, b = 1, and w̃∗
Σ is a function on M2 which can be expressed

by the formula

w̃∗
Σ =

(
s 0
0 s−1

)(
y11 y12
y21 y22

)(
s−1 0
0 s

)(
y22 −y12
−y21 y11

)
=

=

(
y11y22 − s2y12y21 y11y12(s

2 − 1)
y21y22(1− s−2) y11y22 − s−2y12y21

)
.

Central functions on Imw̃∗
Σ
. Let X ∈ Mn(K), and let

χ(X) = λn + χ1(X)λn−1 + · · ·+ χn(X)

be the characteristic polynomial of X. Then the map χi : Mn(K) → K, X 7→ χi(X), is
given by a homogeneous polynomial of degree i in the entries of X.

The following fact should be compared with [?, Lemma 2.1].

Theorem 2.4. Let
w̃Σ : SL

m
n (K) → SLn(K).

Then χi ◦ w̃Σ : SL
m
n (K) → K is either a constant function, or takes every value.

Proof. We start with the following lemma.
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Lemma 2.5. Let F be a polynomial function on Mm
n (K) which is homogeneous on each

component of Mm
n (K), that is, there exist natural di, i = 1, . . . ,m, such that

F (g1, . . . , gi−1, cgi, gi+1, . . . , gm) = cdiF (g1, . . . , gi−1, gi, gi+1, . . . , gm)

for every (g1, . . . , gm) ∈ Mm
n (K) and every c ∈ K. Then the restriction of F to SLm

n (K)
is either a constant function, or takes every value.

Proof. Suppose that the restriction of F to SLm
n (K) is not a constant function. Let α ∈ K,

and denote by Xα the hypersurface in the affine space Mm
n (K) defined by the equation

F n − α
m∏
r=1

∆dr
r = 0.

(Here A = K[{yrpq}mr=1], ∆r, ∆ are defined as in Proposition ??.) Denote by X0 the
hypersurface of Mm

n (K) given by the equation
∏m

r=1∆r = 0. If Xα ⊂ X0, then

F n − α
m∏
r=1

∆dr
r = β∆

ei1
i1
∆

ei2
i2

· · ·∆eis
is

for some 1 ≤ i1 ≤ i2 ≤ · · · ≤ is ≤ m, β ∈ K∗ and eij ∈ N (note that each ∆r is an
irreducible polynomial in a polynomial ring A), and therefore F n(g1, . . . , gm) = α + β
for every (g1, . . . , gm) ∈ SLm

n (K), which contradicts our assumption. Hence, there is
(g1, . . . , gm) ∈ GLm

n (K) such that

F n(g1, . . . , gm) = α
m∏
r=1

∆dr
r (gr).

On the other hand, gr =
n
√

∆r(gr)g
′
r for some g′r ∈ SLn(K). Now, using the condition on

F we obtain

F n(g1, . . . , gm) = F n(g′1, . . . , g
′
m)

m∏
r=1

∆dr
r (gr).

Hence F n(g′1, . . . , g
′
m) = α. Thus, the function F n takes every value on SLm

n (K). The
same is of course true for the function F . �
Let now define F = χi ◦ w̃∗

Σ : M
m
n (K) → K. Then F satisfies the assumptions of Lemma

?? (see Proposition ??). Hence ResSLm
n
F is either a constant function, or takes every

value. We have

ResSLm
n
F = ResSLm

n
χi ◦ w̃∗

Σ = χi ◦ ResSLm
n
w̃∗

Σ = χi ◦ w̃Σ,

which proves the theorem. �
Corollary 2.6. If

χ1 ◦ w̃Σ : SL
m
2 (K) → SL2(K)

is not a constant function, then every non-central semisimple conjugacy class of SL2(K)
intersects Im w̃Σ.

Proof. Let C be a non-central semisimple conjugacy class of SL2(K), and let α = χ1(g) =
tr g for g ∈ C. Further, let (g1, . . . , gm) ∈ SLm

2 (K) be such that tr(w̃Σ(g1, . . . , gm)) = α.
Then w̃Σ(g1, . . . , gm) ∈ C. �
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This result gives rise to an alternative proof of the following theorem by Bandman and
Zarhin.

Corollary 2.7 (cf. [?]). The image of a non-trivial word map w̃ : SLm
2 (K) → SL2(K)

contains every semisimple element except, possibly, −1.

Proof. We may view the word w as wΣ with Σ = ∅. Also, the identity element 1 is always
in Im w. �
Here is another corollary.

Theorem 2.8. Let G be a simple algebraic group. Suppose that G is not of type Ar, r > 1,
D2k+1, k > 1, or E6, and let w̃ : Gm → G be a non-trivial word map. Then every regular
semisimple element of G is contained in Im w̃. Moreover, for every semisimple g ∈ G
there exists g0 ∈ G of order ≤ 2 such that gg0 ∈ Im w̃.

Proof. Let R be an irreducible root system of rank r. Let us check the property: there
exists a root subsystem R′ ⊂ R such that

R′ = R1 ∪R2 ∪ · · · ∪Rr ⊂ R where Ri = A1. (∗)
Property (*) implies that

G1 ×G2 × · · · ×Gr ≤ GR where Gi = SL2(K), PGL2(K) (∗∗)
The following fact is apparently well known (one can extract it, e.g., from [?, Table 5 on
page 234]). We present a proof for the sake of completeness. We use the notation of [?]
throughout.

Lemma 2.9. Property (*) holds for all irreducible root systems except for Ar, r > 1,
D2k+1, k > 1, and E6.

Proof. Case Ar. Obviously, (**) does not hold (SLr
2 ≮ SLr+1). Then (*) does not hold

for r > 1.

Case Br. We have R = ⟨e1 − e2, . . . , er−1 − er, er⟩.
Subcase r = 2m + 1. We have R1 = ⟨e1 − e2⟩, R2 = ⟨e1 + e2⟩, R3 = ⟨e3 − e4⟩, R4 =
⟨e3 + e4⟩, . . . , R2m = ⟨e2m−1 + e2m⟩, R2m+1 = ⟨e2m+1⟩.
Subcase r = 2m. We have R1 = ⟨e1 − e2⟩, R2 = ⟨e1 + e2⟩, R3 = ⟨e3 − e4⟩, R4 = ⟨e3 +
e4⟩, . . . , R2m = ⟨e2m−1 + e2m⟩.

Case Cr. We have Ri = ⟨2ei⟩ (long roots).

Case D2m. The same as B2m.

Case D2m+1. Consider the standard representation ofD2m+1 with weights±e1, . . . ,±e2m+1.
For a root α = ei ± ej, the semisimple root subgroup hα(t) acts non-trivially exactly on
the four weight vectors corresponding to ±ei,±ej. Then if (*) holds, we can divide the
dimension of the representation by 4. But this dimension equals 2(2m + 1), so (*) does
not hold for r = 2m+ 1.
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Case E6. In E6 there are no six mutually orthogonal positive roots. Indeed, since all
roots lie in the same W -orbit, we may start with

α =
1

2
(e1 + e2 + e3 + e4 + e5 − e6 − e7 + e8).

There are altogether fifteen positive roots orthogonal to α: ten roots of the form

β = −ei + ej, 1 ≤ i < j ≤ 5,

and five roots of the form

γ =
1

2
(±e1 ± e2 ± e3 ± e4 ± e5 − e6 − e7 + e8)

(where the number of minus signs is equal to 4). The set of roots of the form β contains
orthogonal subsets of size at most two, and the set of roots of the form γ contains no
orthogonal subsets. Hence one can find at most three mutually orthogonal positive roots,
and thus (*) does not hold.

Case E7. Here D6 ∪ ⟨e7 − e8⟩ ⊂ R, and therefore (*) holds.

Case E8. Here D8 ⊂ E8, and therefore (*) holds.

Case F4. Here D4 ⊂ F4, and therefore (*) holds.

Case G2. Here ⟨e1 − e2⟩ ∪ ⟨−2e3 + e1 + e2⟩ ⊂ G2, and therefore (*) holds. �

We can now prove the theorem. Let Γi = SL2(K), and let

Ψ:
r∏

i=1

Γi → G

be the natural homomorphism induced by the inclusion (**).
Denote by w̃i the word map Γm

i → Γi defined by the same word w. Then Im w̃i contains
every semisimple element of Γi except, possibly, −1.
Let Ti be a maximal torus of Γi.
We have Ψ(

∏r
i=1 Ti) = T . (Indeed, Ψ(

∏r
i=1 Ti) ⊂ T , and Ψ(

∏r
i=1 Ti) is a torus of dimen-

sion r = dimT .) Let t ∈ T . Then

t = Ψ(t1, t2, . . . , tr) for some ti ∈ Ti.

First suppose that ti ̸= −1 for every i. Then

ti = w̃i(gi1, . . . , gim) for some (gi1, . . . , gim) ∈ Γm
i ,

and therefore

t = w̃(γ1, . . . , γm) where γj = Ψ(g1j, g2j, . . . , grj).

Note that the condition ti ̸= −1 holds for all regular semisimple elements t (indeed, if
ti = −1, then Ψ(1, . . . , 1, ui, 1 . . . 1) ̸= 1 commutes with t for a non-trivial unipotent
element ui ∈ Γi ≈ SL2(K)). Then all such elements lie in Im w̃.
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If ti = −1 for some i, then we may take

t0 = (t′1, t
′
2, . . . , t

′
r) where t′i =

{
−1, if ti = −1

1 if ti ̸= −1
.

Then the order of Ψ(t0) is at most two, and Ψ(tt0) ∈ Im w̃. �
Remark 2.10. Presumably, Theorem ?? can be extended in the following way. Instead
of one function χ ◦ w̃ one could consider the map π ◦ w̃ where π = (χ1, . . . , χn−1) : SLn →
T/W = An−1 is the quotient map. Say, for a tuple α = (α1, . . . , αn−1) ∈ T/W one can
consider the system of equations

[χi ◦ w̃∗(Y )]n − αi

m∏
r=1

∆dir
r (Y ) = 0

where dir is the homogeneous degree of χi ◦ w̃∗(Y ) with respect to the variables yrij (see
Proposition ??, Lemma ??). Obviously, this system has solutions in Mm

n (K). If the
variety of these solutions is not contained in the variety

∏m
r=1∆r = 0, we can find a

solution in GLm
n (K) of the system χi ◦ w̃(Y )− n

√
αi = 0 for some Y ∈ SLm

n (K).

Remark 2.11. Note that if we could prove that π ◦ w̃ is a surjective map, we would
have every regular semisimple element of any simple group G in Im w̃. Indeed, in every
irreducible root system of rank r there is a subsystem of rank r which is a union of systems
Ai (see, e.g., [?]).

3. Representation varieties and generic groups

General constructions (see, e.g., [?], [?], [?], [?]).
Let Γ = ⟨g1, . . . , gm⟩ be a finitely generated group, and let RΓ ⊂ Fm be the set of all
relations of Γ.
Put

R(Γ, G) = {(x1, . . . , xm) ∈ Gm | ω(x1, . . . , xm) = 1 for every ω ∈ RΓ}. (3.1)

Obviously, R(Γ, G) is a Zariski closed subset of Gm (which is defined over K), and for
every (x1, . . . , xm) ∈ R(Γ, G) the subgroup ⟨x1, . . . , xm⟩ ≤ G is a quotient of Γ. One can
identify the sets

R(Γ, G) = Hom(Γ, G)

using the one-to-one correspondence

(x1, . . . , xm) ∈ R(Γ, G) ↔ ρ ∈ Hom(Γ, G)

given by
(ρ(g1), . . . , ρ(gm)) = (x1, . . . , xm).

The set R(Γ,GLn(K)) is called the variety of n-dimensional representations of Γ.

The “variety” R(Γ, G) may be non-reduced and reducible, so the scheme language is most
appropriate, see, e.g., [?]. However, we will freely use the abusive term “variety” in what
follows.
Let R(Γ, G) = ∪iR(Γ, G)i be the decomposition into the union of irreducible closed sub-
sets. Then we have the following property for the components.
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Proposition 3.1. Let K be an algebraically closed field of infinite transcendence degree
over a prime subfield. Then for each i there exists a dense quasi-open subset U i ⊂ R(Γ, G)i

such that for every (g1, . . . , gm) ∈ U i the subgroup ⟨g1, . . . , gm⟩ is isomorphic to a fixed
quotient of Γ.

Proof. For any ω ∈ Fm the set

Xω = {(g1, . . . , gm) ∈ Gm | ω(g1, . . . , gm) = 1}
is a proper closed subset of Gm. Hence R(Γ, G)i ∩Xω is a closed subset of R(Γ, G)i. Let
now

Qi = {ω ∈ Fm | R(Γ, G)i * Xω}.
Then ∪

ω∈Qi

R(Γ, G)i ∩Xω

is a countable union of proper closed subsets of R(Γ, G)i. Since K is of infinite transcen-
dence degree over a prime subfield, we have

U i = R(Γ, G)i \
∪
ω∈Qi

(R(Γ, G)i ∩Xω) ̸= ∅

(see [?]), and therefore U i is a dense quasi-open subset ofR(Γ, G)i. Every group ⟨g1, . . . , gm⟩
for (g1, . . . , gm) ∈ U i has the same set of relations: {ω ∈ Fn | R(Γ, G)i ⊂ Xω}. �
Definition 3.2. A group isomorphic to ⟨g1, . . . , gm⟩ for (g1, . . . , gm) ∈ U i will be called
the generic group of the component R(Γ, G)i.

For every ρ ∈ R(Γ, G) and every g ∈ G the map ρg : Γ → G given by ρg(γ) = gρ(γ)g−1 is
also an element of R(Γ, G). Hence we have a regular action of the algebraic group G on the
affine set R(Γ, G). If G = GLn(K) or SLn(K), orbits correspond to classes of equivalent
representations. In these cases (or, more generally, if G is a reductive group) there exists
a categorical quotient R(Γ, G) // G which is also a closed affine set. There is a one-to-one
correspondence between points of R(Γ,GLn(K))//GLn(K) (resp. R(Γ, SLn(K))//SLn(K))
and classes of completely reducible n-dimensional representations of Γ (see [?]).

Let BΓ ⊂ RΓ be a minimal set of relations (that is, BΓ is a minimal set of generators of
the group RΓ as a normal subgroup of Fn). Since the equality ω(x1, . . . , xm) = 1, where
x1, . . . , xm ∈ G,ω ∈ Fn, implies that ω(yx1y

−1, . . . , yxmy
−1) = 1 for every y ∈ G, we

may reduce the set of all relations RΓ in (??) to the set BΓ. Let us now assume that
BΓ = {ω1, . . . , ωk} is a finite set. Then we may consider the map

ΦBΓ
: Gm → Gk

defined by

ΦBΓ
(x1, . . . , xm) = (ω1(x1, . . . , xm), . . . , ωk(x1, . . . , xm)).

Then

R(Γ, G) = Φ−1
BΓ

(ek) (3.2)

(here ek = (1, . . . , 1) is the identity of Gk), see [?].
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Finitely generated one-relator groups. Let BΓ = {w}. Then we will write Γw instead of
Γ to emphasize the relation w.
Further, here k = 1 and the map ΦBΓ

: Gm → G is the word map

w̃ : Gm → G.

In this case we denote

w̃−1(1) = Ww.

From (??) we have Ww = R(Γw, G). Denote by W i
w the irreducible components of Ww

where i = 0, 1, . . . .

In what follows, the image of the identity element 1 of a fixed torus T of G in the quotient
variety T/W is also denoted by 1. Define

Tw = (π ◦ w̃)−1(1)

and denote by T j
w the irreducible components of Tw where j = 0, 1, . . . . Then the following

simple statement is of key importance.

Proposition 3.3.

(a) For every irreducible component W i
w of Ww there is an irreducible component T j

w

of Tw which contains W i
w.

(b) If Ww ̸= Tw, then Im w̃ contains a non-trivial unipotent element u.

Proof.
(a) Obviously, Ww ⊂ Tw and hence every irreducible component of Ww is contained in an
irreducible component of Tw.
(b) Indeed, the set Tw ⊂ Gm is exactly the set of m-tuples (g1, . . . , gm) ∈ Gm such that
w(g1, . . . , gm) is a unipotent element. �
Remark 3.4. Presumably, in (b) one can replace “if” with “if and only if”.

If K is a field of infinite transcendence degree over a prime subfield, then for each i there
exists a dense quasi-open subset U i ⊂ W i

w(K) such that for every (g1, . . . , gm) ∈ U i the
subgroup ⟨g1, . . . , gm⟩ is isomorphic to a fixed quotient of Γw (Proposition ??).

The generic group ⟨g1, . . . , gm⟩, where (g1, . . . , gm) ∈ U i, will be denoted by Γ̃i
w. The

question on describing the possibilities for Γ̃i
w for a given group Γw is interesting in its

own right. More specifically, answering it could help in describing words w with the
condition Ww ̸= Tw, which guarantees the existence of non-trivial unipotent elements in
Im w̃. Below we consider some examples when Ww ̸= Tw.

4. Examples of R(Γw, SL2(C))

In this section we use the following notation:
G = SL2(C);
T,B,B−, U, U− are the sets of diagonal, upper and lower triangular, and upper and lower
unitriangular matrices;
ẇ0 is an element of NG(T ) \ T ;
w ∈ F2;
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R(Γw, SL2(C)) = Ww =
∪l

i=1W i
w is the decomposition into the union of irreducible

components;
Tw is the hypersurface in G×G defined by the equation trw(x, y) = 2;
Tw =

∪e
j=1 T j

w is the decomposition into the union of irreducible components.
Obviously, for every j we have

dim T j
w = 5. (4.1)

Also, for every i = 1, . . . , l there is j = 1, . . . , e such that W i
w ⊂ T j

w and

3 ≤ dimW i
w ≤ 5. (4.2)

(Indeed, the upper inequality follows from (??). Since Ww is defined by three equations
w11 = 1, w12 = w21 = 0, where

w̃(x, y) =

(
w11(x, y) w12(x, y)
w21(x, y) w22(x, y)

)
| x, y ∈ G},

the dimension of every component of Ww is at least dim(G×G)− 3 = 6− 3 = 3.)

Note that according to Proposition ??,

dimW i
w ≤ 4 ⇒ there exists a non-trivial unipotent element u ∈ Im w̃. (∗)

We start with some simple examples.

Example 4.1. w = [x,y].

In this case Ww is classically known as the commuting variety of G. See, e.g., [?] and the
references therein for its properties and related problems.

Proposition 4.2. The set Ww is irreducible, dimWw = 4 and

Ww = {g(T × T )g−1 | g ∈ G}. (4.3)

The set Tw is also irreducible, dim Tw = 5, and

Tw = {g(B ×B)g−1 | g ∈ G}.

Proof. The irreducibility of the commuting variety in G × G has been proven in [?] in
a more general case where G is a semisimple simply connected group. A general pair
in Ww is a pair of commuting semisimple elements. Hence we have (??). Since the
general G-orbit (under conjugation) of a pair (t1, t2) is of dimension dimG/T = 2, we
have dim Ww = 4.

Let (g1, g2) ∈ T j
w be a general pair. We may assume ±1 ̸= g2 = t ∈ T (since dim T j

w = 5,
it cannot happen that all pairs (g1, g2) consist of ± unipotent elements). Show that
g1 ∈ B ∪ B−. Assume the contrary. Then either g1 = vsu for some 1 ̸= v ∈ U−, 1 ̸= u ∈
U, s ∈ T , or g1 = ẇ0u for some ẇ0 and u ∈ U . In the first case,

[vsu, t] = vsutu−1s−1v−1t−1 = vu′v′ for some v−1 ̸= v′ ∈ U−, 1 ̸= u′ ∈ U.



WORD MAPS. . . 17

Indeed, since both s and t are diagonal matrices in SL2 and t ̸= ±1, we have txt−1 ̸= x
for every x ∈ U or x ∈ U−, hence

vsutu−1s−1v−1t−1 = v s u(tu−1t−1)︸ ︷︷ ︸
∈U,̸=1

s−1

︸ ︷︷ ︸
:=u′∈U,̸=1

(tv−1t−1)︸ ︷︷ ︸
:=v′∈U− ,̸=v−1

= vu′v′.

Hence [vsu, t] v v′′u′ for some 1 ̸= v′′ ∈ U−, 1 ̸= u′ ∈ U . But an element of the form v′′u′

cannot have the trace equal to 2. This is a contradiction.
In the second case, we have g1 = ẇ0u. Then tr[ẇ0u, t] = tr t−2 ̸= 2. This is also a
contradiction.
Thus, we have a pair (g1, g2) where ±1 ̸= g1 ∈ T and g2 ∈ B ∪ B−. Hence (g1, g2) ∈
{g(B ×B)g−1 g ∈ G}. This implies that

T j
w ⊂ {g(B ×B)g−1 | g ∈ G}.

The opposite inclusion T j
w ⊃ {g(B ×B)g−1 | g ∈ G} follows from the equality [B,B] =

U . �
Example 4.3. w = [xm,yn].

Denote
m = {k ∈ N | 2 < k | 2m}, n = {l ∈ N | 2 < l | 2n}.

Let Cr ⊂ G be the conjugacy class of elements of order r.

Proposition 4.4. We have

W0
w = W[x,y] ⊂ T 0

w = T[x,y].

All other irreducible components are of one of the following forms:

Wj
w = T j

w = Cj ×G

for j ∈ m or
Wj

w = T j
w = G× Cj

for j ∈ n.

Proof. The existence of the components W0
w = W[x,y] ⊂ T 0

w is obvious.
Let now (x, y) ∈ Wj

w be such that xm ̸= ±1, yn ̸= ±1. Then the elements x, xm are either
in the same torus of G or in the same unipotent subgroup (modulo the centre). The same
is true for y, yn. Since [xm, yn] = 1 we then have [x, y] = 1 and therefore (x, y) ∈ W0

w.
Thus, if (x, y) ∈ Wj

w \ W0
w then either xm = ±1 or yn = ±1 and Wj

w is one of the
components for j ∈ m or j ∈ n which have been pointed out in the statement. Since the
components Wj

w, j > 1, are isomorphic to the direct product of a conjugacy class Cg for
a semisimple element g of order > 2 and the group G, we have dimWj

w = 5 and therefore
Wj

w = T j
w . �

Definition 4.5. We say that a subgroup H ≤ G is a free product modulo the centre if
H/Z(G) ≈ R ∗Q for some R,Q ≤ G/Z(G). In this case we write

H = R ∗Q mod Z(G)
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Now for the integer j put

[j] =

{
j if j is odd,
j
2
if j is even.

Proposition 4.6. For j > 0 we have

Γ̃j
w = Z[j] ∗ Z mod Z(G) or Γ̃j

w = Z ∗ Z[j] mod Z(G)

where Z is the infinite cyclic group and Z[j] is the cyclic group of order [j].

Proof. For any two non-central conjugacy classes C1, C2 ⊂ G, the generic group ⟨g1, g2 |
g1 ∈ C1, g2 ∈ C2⟩ is isomorphic to ⟨g1⟩ ∗ ⟨g2⟩ mod Z(G), see [?]. Hence the statement
follows from Proposition ??. �
Example 4.7. w = [x,y]2.

Let

t =

(
λ 0
0 λ−1

)
, g =

(
α β
γ δ

)
∈ G.

We have

[t, g] =

 αδ − βγλ2 αβ(−1 + λ2)

γδ(−1 + λ−2) αδ − βγλ−2

 . (4.4)

Hence
tr([t, g]) = 2− βγ(λ− λ−1)2.

Thus,

tr([t, g]) = a ⇔ 2− βγ(λ− λ−1)2 = a ⇔ βγ =
2− a

(λ− λ−1)2
:= pa,λ. (4.5)

Since det g = 1, we have

βγ =
2− a

(λ− λ−1)2
⇔ αδ = 1 +

2− a

(λ+ λ−1)2
=

λ2 + λ−2 − a

(λ− λ−1)2
:= qa,λ. (4.6)

Put

Ta := {t =
(
λ 0
0 λ−1

)
, λ ̸= ±1, λ2 + λ−2 − a ̸= 0}. (4.7)

. If t ∈ Ta, a ̸= 2 then

Ma
t =

{(
α β
γ δ

)
∈ G | βγ = pa,λ

}
=

{(
α β
γ δ

)
| βγ = pa,λ, αδ = qa,λ

}
(4.8)

is an irreducible closed subset in G×G and dimMa
t = 2. The construction of Ma

t implies
that

Ma
T := {(t,Ma

t ) | t ∈ Ta} = {(t, g) | t ∈ Ta, g ∈ G, tr([t, g]) = a}. (4.9)

Also, the set Ma
T is an irreducible locally closed subset of G×G, and dimMa

T = 3. Now let
Ψ: Ma

T ×G → G×G be defined by Ψ(t, g, y) = (yty−1, ygy−1). Since Ma
T is an irreducible

locally closed subset of G×G and G is an affine variety, the closure of the image of Ψ is
an irreducible closed subset of G. Thus, the set

Sa := Im Ψ = {gMa
Tg

−1 | g ∈ G} = {(gtg−1, gMa
t g

−1) | t ∈ Ta, g ∈ G} (4.10)
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is an irreducible closed subset of G×G. Further, the projection p : Sa → G onto the first
component of G × G is dominant because the image is invariant under conjugation and
contains every t ∈ Ta. The fibre p−1(t) is equal to Ma

t and therefore is of dimension 2.
Hence

dimSa = 5. (4.11)

Note, we also have ?? and the irreducibility for S2 from Proposition ?? We need
the following irreducibility statement, which is probably known to experts. Following the
referee’s suggestion, we provide a self-contained proof.

Lemma 4.8. Let a ∈ C. Then the set {(g1, g2) | tr([g1, g2]) = a} is ireducible and

{(g1, g2) | tr([g1, g2]) = a} = Sa.

Proof. The irreducible closed subset Sa is contained in {(g1, g2) | tr([g1, g2]) = a} (see
(??), (??)). Equality (??) implies that Sa is an irreducible component of the set {(g1, g2) |
tr([g1, g2]) = a}. Suppose that there exists an irreducible component S1

a ̸= Sa of the set
{(g1, g2) | tr([g1, g2]) = a}. Since the set {(g1, g2) | tr([g1, g2]) = a} is a hypersurface
in SL2(C)× SL2(C), all its irreducible components are of dimension 5. Thus,

dimS1
a = 5. (4.12)

Let p1 : S
1
a → G be the projection onto the first component of G × G. Since the set S1

a

is invariant under conjugation by elements of G and it is an irreducible closed subset of
G×G, the map p1 is either dominant or its image is contained in a single conjugacy class
C. In the latter case we have S1

a = C×G and C ̸= ±1 (this follows from (??)). However,
one can find pairs (g1, g2), (g3, g4) ∈ C×G such that [g1, g2] = 1, [g3, g4] ̸= 1 and therefore
tr([g1, g2]) = 2, tr([g3, g4]) ̸= 2. Thus, the set S1

a cannot be of the form C ×G. Hence the
map p1 is dominant and there exists an open subset T 1

a ⊂ Ta such that T 1
a ⊂ Im p1. Now

for every t ∈ T 1
a we have

S1
a ⊃ {gp−1

1 (t)g−1 | t ∈ T 1
a , g ∈ G} ⊂ {gMa

Tg
−1 | g ∈ G} ⊂ Sa.

Since T 1
a is an open subset of the torus T , the set X = {gp−1

1 (t)g−1 | t ∈ T 1
a , g ∈ G}

contains an open subset of the component S1
a. But X is also a subset of S1

a. Thus,
Sa = S1

a. �

Now we consider our case w = [x, y]2.
Since the condition tr([x, y]2) = 2 implies that [x, y] = ±u where u is a unipotent element,
we have Tw = S2∪S−2. The sets S±2 are irreducible of dimension 5. Thus, S2 = T 0

w , S−2 =
T 1
w . Note that the set T 0

w is the variety T[x,y] considered in Example ??. Now consider the
set T 1

w . The definition Ta (see (??)) implies that

T−2 =

{
t =

(
λ 0
0 λ−1

)
, λ ̸= ±1, λ2 + λ−2 + 2 ̸= 0

}
=

{
t =

(
λ 0
0 λ−1

)
, λ ̸= ±1,±i

}
.

Then (??) implies

T 1
w = {(gtg−1, gM−2

t g−1) | t ∈ T, t4 ̸= 1, g ∈ G}
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where M−2
t is defined by (??). Let t0 =

(
i 0
0 −i

)
, it is an element of order 4. Then

we can also define M−2
t0 by formula (??) where pa,λ = −1 and qa,λ = 0 (see (??), (??)),

namely,

M−2
t0

=

{(
α β
γ δ

)
| βγ = −1, αδ = 0

}
.

Definitions (??), (??), (??) show that M−2
t0 = {g ∈ G | tr([t, g]) = −2}. Hence the set

(t0,M
−2
t0 ) is a subset of S−2 and therefore we can rewrite the formula for T 1

w :

T 1
w = {gtg−1 × gM−2

t g−1 | t ∈ T, t2 ̸= 1, g ∈ G}.

Proposition 4.9. Each of the sets Tw and Ww has two irreducible components:

W0
w = W[x,y] ⊂ T 0

w = T[x,y], W1
w ⊂ T 1

w ,

where

W1
w =

{
g

((
i 0
0 −i

)
,

(
0 µ

−µ−1 0

))
g−1 | µ ∈ C∗, g ∈ G

}
, dimW1

w = 3.

The generic group Γ̃1
w of W1

w is the quaternion group Q8.

Proof. We have only one component W0
w = W[x,y] ⊂ T 0

w = Tw (see Example ??).
Consider a pair (g1, g2) ∈ T 1

w such that [g1, g2] = −1. Then g1 ̸= ±u where u is a
unipotent element. Indeed, if g1 = ±u we may assume 1 ̸= u ∈ U and g2 ∈ ẇ0U . Let
g2 = ẇ0u

′, v ∈ U . Then

[g1, g2] = (±u)ẇ0u
′(±u−1)u′−1ẇ−1

0 = u ẇ0(u
′u−1u′−1)ẇ−1

0︸ ︷︷ ︸
=v∈U−,v ̸=1

= uv ̸= ±1.

Thus, we may assume

g1 =

(
λ 0
0 λ−1

)
, g2 =

(
α β
γ δ

)
where λ ̸= ±1. Then formula (??) shows that the equality [g1, g2] = −1 is possible if and
only if

g1 = ±
(
i 0
0 −i

)
, g2 =

(
0 µ

−µ−1 0

)
. (4.13)

In these cases ⟨g1, g2⟩ = Q8. Since every pair (g1, g2) with the property [g1, g2] = −1 is
conjugate to a pair of the form (??), we have only one irreducible component

W1
w =

{
g

((
i 0
0 −i

)
,

(
0 µ

−µ−1 0

))
g−1 | g ∈ G

}
. (4.14)

If Ct0 is the conjugacy class of t0 then W1
w is the hypersurface in Ct0 × Ct0 given by the

equation [x, y] = −1. Hence dimW1
w = 2dimCt0 − 1 = 3. Also equality (??) shows

(g1, g2) ∈ W 1
w ⇔ ⟨g1, g2⟩ = Q8.

�
Example 4.10. w = [x,y]p, p ̸= 2, where p is a prime number.
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Proposition 4.11. There are 1 + p−1
2

irreducible components T j
w and the same number

of components Wj
w ⊂ T j

w . Moreover,

W0
w = W[x,y] ⊂ T[x,y] = T 0

w

and for j = 1, 2, . . . , p−1
2

we have

Wj
w = T j

w = {(x, y) | tr([x, y]) = 2 cos
2jπ

p
}.

Proof. Obviously, we have
W0

w = W[x,y] ⊂ T[x,y] = T 0
w .

Let now T j
w ̸= T 0

w . Then

(x, y) ∈ T j
w \ T 0

w ⇔


tr([x, y]) ̸= 2

and

[x, y]p = 1.

⇔ [x, y] v
(
ϵp 0
0 ϵ−1

p

)
where ϵp =

p
√
1 ̸= 1.

The condition [x, y] v
(
ϵp 0
0 ϵ−1

p

)
is equivalent to tr([x, y]) = 2 cos 2jπ

p
for some j =

1, . . . , p−1
2
. Lemma ?? shows that there are exactly p−1

2
irreducible components T j

w =

{(x, y) | tr([x, y]) = 2 cos 2jπ
p
} = S2 cos 2jπ

p
apart from the component T 0

w . Also, for j > 0

we have
Wj

w = {(x, y) ∈ T j
w | [x, y]p = 1} = T j

w .

�
Remark 4.12. The same arguments as in the case [x, y]2 = 1 show that for j > 0 we
have

T j
w = {gtg−1 × gM

2 cos 2jπ
p

t g−1 | t ∈ T, t2 ̸= 1, g ∈ G}
where

M
2 cos 2jπ

p

t =

{(
α β
γ δ

)
∈ G | βγ =

2(1− cos 2πj
p
)

(λ− λ−1)2

}
.

Proposition 4.13. For j > 0 all Γ̃j
w are non-solvable infinite groups isomorphic to each

other.

Proof. A solvable group Γ = ⟨g1, g2⟩ in SL2(C) with the relation [x, y] v
(
ϵp 0
0 ϵ−1

p

)
can only be a generalized quaternion group Q4p (this follows from the classification of
subgroups of SL2(C)). However, a finite group may only have a finite number of non-
equivalent representation in SL2(C). Hence if Γ is the generic group of some irreducible
component, then Γ is conjugate in SL2(C) to a fixed subgroup Q4p ≤ SL2(C). It is easy
to see that the dimension of such a component is then equal to 3, and therefore such a

component is a proper closed subset of some Wj
w. Hence the generic group Γ = Γ̃j

w of the
component Wj

w cannot be solvable.

Let F ⊂ C be a pure transcendental extension of Q of infinite degree, and let F ⊂ C be
its algebraic closure. There exists σ ∈ Gal(F/F ) such that σ(ϵp) = ϵ2p. Then {σr(ϵp)}
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where r = 1, . . . , p−1, is the set of all roots p
√
1 ̸= 1. Further, the set Ww is Q-defined and

therefore F -defined. Since F is an algebraically closed field of infinite transcendence degree

over Q, one can find a pair (g1, g2) ∈ (SL2(F ) × SL2(F )) ∩ W1
w such that ⟨g1, g2⟩ = Γ̃1

w

(see Proposition ??). Further, the set Ww is Gal(F/F )-stable. Thus

(σr(g1), σ
r(g2)) ∈ Wj

w(F ) = (SL2(F )× SL2(F )) ∩Wj
w for some j = j(r). (4.15)

Further,

[g1, g2] v
(
ϵp 0
0 ϵ−1

p

)
⇒ [σr(g1), σ

r(g2)] v
(
ϵ2

r

p 0
0 ϵ−2r

p

)
. (4.16)

Then (??) and (??) imply that for every j = 1, . . . , p−1
2

there exists r such that (σr(g1), σ
r(g2)) ∈

Wj
w(F ). Since σr is an automorphism of SL2(F ), we get

Γ̃j
w = ⟨σr(j)(g1), σ

r(j)(g2)⟩ ≈ Γ̃1
w.

�

Let us now consider a more complicated example.

Example 4.14. w(x,y) = [[x,y],x[x,y]x−1].

We have w ∈ F 2
2 = [[F2, F2], [F2, F2]].

We remind that by w0 ∈ W we denote the non-trivial element of the Weyl group. Note

that all elements of the form ẇ0 =

(
0 α

−α−1 0

)
∈ NG(T ) whose image in W is w0 belong

to the same conjugacy class. We denote this class by Cẇ0 (and often shorten ẇ0 to ẇ).

Theorem 4.15. Each of the varieties Tw and Ww has three irreducible components:

T 0
w = T[x,y], T 1

w = {g(T × ẇB)g−1 | g ∈ G}, T 2
w = Cẇ ×G,

W0
w = T 0

w ,W1
w = {g(T × ẇT )g−1 | g ∈ G} ⊂ T 1

w , dimW1
w = 4,W2

w = T 2
w .

Proof. If (g1, g2) ∈ T[x,y], then g1 and g2 are in the same Borel subgroup, and there-
fore w(g1, g2) = 1. Hence the 5-dimensional irreducible variety T[x,y] coincides with an
irreducible component of Tw and Ww. Thus we may put

W0
w = T 0

w = T[x,y].

We start with the following lemma.

Lemma 4.16. Let s ∈ T, s4 ̸= 1, and let h ∈ ẇB. Then w(s, h) = v ∈ U− and

v = 1 ⇔ h = ẇ.

Proof. We have h = ẇu for some ẇ and some u ∈ U and

w(s, h) = [[s, ẇu], s[s, ẇu]s−1].

Further,

[s, ẇu] = sẇus−1u−1ẇ−1 = (sẇs−1) (sus−1u−1)︸ ︷︷ ︸
=u′∈U

ẇ−1 = (sẇs−1ẇ−1)︸ ︷︷ ︸
=s2

ẇu′ẇ−1︸ ︷︷ ︸
:=v′∈U−

= s2v′
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and v′ = 1 ⇔ h = ẇ. Then

s[s, ẇu]s−1 = s2 (sv′s−1)︸ ︷︷ ︸
:=v′′∈U−

= s2v′′

and v′′ = v′ ⇔ v′ = 1 ⇔ h = ẇ. Then

w(s, h) = [s2v′, s2v′′] = s2v′s2 v′′v′−1︸ ︷︷ ︸
:=v1∈U−

s−2v′′−1s−2 = s2v′ s2v1s
−2︸ ︷︷ ︸

:=v2∈U−

v′′−1s−2 =

= s2v′v2v
′′−1s−2 = s2v2 v

′v′′−1︸ ︷︷ ︸
=v−1

1

s−2 = s2 v2v
−1
1︸ ︷︷ ︸

:=v3

s−2 = s2v3s
−2 := v

and v = 1 ⇔ v3 = 1 ⇔ v2 = v1 ⇔ v′′ = v′ ⇔ h = ẇ. �

Lemma ?? implies that tr(w(s, h)) = 2 for every s ∈ T (if s4 = 1 then s2 = ±1 and
w(s, h) = 1 for every h ∈ ẇB). Then the set

{g(T × ẇB)g−1 | g ∈ G}

is contained in an irreducible component of Tw. It is easy to see that

dim {g(T × ẇB)g−1 | g ∈ G} = dimT + dimB + dimG/T = 1 + 2 + 2 = 5,

and therefore the set

{g(T × ẇB)g−1 | g ∈ G} := T 1
w

is an irreducible component of Tw. Further, Lemma ?? implies that a general pair (g1, g2) ∈
T × ẇB satisfies the condition w(g1, g2) = 1 if and only if g = ẇ for some ẇ. Hence

W1
w := {g(T × ẇT )g−1 | g ∈ G}

is the only irreducible component of Ww contained in T 1
w , and

dimW1
w = dimT + dimT + dimG/T = 4.

Let (g1, g2) ∈ Cẇ ×G. Since g21 = −1, we have

g1[g1, g2]g
−1
1 = g1(g1g2g

−1
1 g−1

2 )g−1
1 = −g2g

−1
1 g−1

2 g−1
1 = −g2(−g1)g

−1
2 g−1

1 = [g2, g1] = [g1, g2]
−1,

and therefore

w(g1, g2) = [[g1, g2], g1[g1, g2]g
−1
1 ] = [[g1, g2], [g1, g2]

−1] = 1.

Hence the 5-dimensional variety Cẇ ×G coincides with an irreducible component of Ww

and also with an irreducible component of Tw. Hence we may put

W2
w = T 2

w = Cẇ ×G.

To prove that neither Tw, nor Ww contain additional irreducible components, we need
several computational lemmas.
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Lemma 4.17. Let g1 =

(
λ 0
0 λ−1

)
, λ ̸= ±1, and let

g2 =

(
α β
γ δ

)
.

Then
[g1, g2] is a unipotent element if and only if g2 ∈ B ∪B−

and {
[g1, g2] ∈ B ⇔ γ = 0 or δ = 0 ⇔ g2 ∈ B or g2 ∈ Bẇ,

[g1, g2] ∈ B− ⇔ β = 0 or α = 0 ⇔ g2 ∈ B− or g2 ∈ ẇB
.

Proof. We have (see (??))

[g1, g2] =

 αδ − βγλ2 αβ(−1 + λ2)

γδ(−1 + λ−2) αδ − βγλ−2


and tr([g1, g2]) = 2− βγ(λ− λ−1)2. Therefore,

tr([g1, g2]) = 2 ⇔ β = 0 or γ = 0 ⇔ g2 ∈ B or g2 ∈ B−.

Further,

[g1, g2] ∈ B ⇔ γδ(−1 + λ−2) = 0 ⇔ γ = 0 or δ = 0 ⇔ g2 ∈ B or g2 ∈ Bẇ.

The case [g1, g2] ∈ B− can be treated by the same arguments. �
Lemma 4.18. Let u be a non-trivial unipotent element of G, and let C±u be the conjugacy
class of ±u. Then T j

w ̸= C±u ×G.

Proof. Obviously, we may consider the case Cu where u =

(
1 1
0 1

)
. Take

g =

(
i
√
2
2

−i
√
2
2

−i
√
2 0

)
.

Then

z = [u, g] =

(
1 1
0 1

)(
i
√
2
2

−i
√
2
2

−i
√
2 0

)(
1 −1
0 1

)(
0 i

√
2
2

i
√
2 i

√
2
2

)
=

=

(
−i

√
2
2

−i
√
2
2

−i
√
2 0

)(
−i

√
2 0

i
√
2 i

√
2
2

)
=

(
0 1

2
−2 0

)
.

Further,

w(u, g) = [z, uzu−1] = (zuzu−1)(z−1uz−1u−1) = (zuzu−1)((−z)u(−z)u−1)

= (zuzu−1)2 =

((
0 1

2
−2 0

)(
1 1
0 1

)(
0 1

2
−2 0

)(
1 −1
0 1

))2

=

=

((
0 1

2
−2 −2

)(
0 1

2
−2 2

))2

=

(
−1 1
4 −5

)2

.
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The latter matrix is not unipotent because its trace ̸= 2. Thus we get a contradiction
with our assumption. �
Lemma 4.19. Let T j

w ̸= T 0
w , T 1

w , T 2
w be an irreducible component of Tw, and let (g1, g2) ∈

T j
w be a general pair. Then g1 is a semisimple element of order ̸= 1, 2, 4, [g1, g2] is a

semisimple element, and [g1, g2] ̸= ±1.

Proof. Suppose that the projection of T j
w ⊂ G×G onto the first component is contained in

a single conjugacy class C of G. Since T j
w is a closed subset invariant under G-conjugation

and dimT j
w = 5, we have T j

w = C × G. Lemma ?? implies that C is a semisimple class
of order ̸= 1, 2. Also, it cannot be of order 4 because this would imply T j

w = T 1
w . So the

order of g1 is not equal to 1, 2, 4.
Suppose that T j

w ̸= C ×G.
Let pr1 : G×G → G be the projection onto the first component. Then the set pr1(T j

w) is

not contained in a single conjugacy class. Since tr(pr1(T
j
w)) is an irreducible closed subset

of K, we have tr(pr1(T
j
w)) = K, and therefore for a general pair (g1, g2) ∈ T j

w , g1 is a
semisimple element of infinite order.

We may now assume g1 = t ∈ T and t4 ̸= 1. Let (t, g) ∈ T j
w be a general pair. Suppose

[t, g] is a unipotent element. Then g ∈ B or g ∈ B− by Lemma ??. Hence (t, g) ∈ T ×B
or (t, g) ∈ T ×B−, and therefore

(t, g) ∈ {h(B ×B)h−1 | h ∈ G} ⊂ T 0
[x,y].

This contradicts the assumption T j
w ̸= T 0

w . Thus [g1, g2] is a semisimple element (if
[g1,g2] = [t,g] = −u where u ̸= 1 is a unipotent element then elements −u,−tut−1

belong to different Borel subgroups by (??),(??) and therefore (g1, g2) = (t, g) /∈
Tw by Lemma ??.

Suppose now [t, g] = 1. Then the general pair (t, g) belongs to T × T and therefore
(t, g) ∈ W0

[x,y] ⊂ T 0
w , once again contradicting the assumption T j

w ̸= T 0
w .

Suppose [t, g] = −1. We have (see (??))

[t, g] =

 αδ − βγλ2 αβ(−1 + λ2)

γδ(−1 + λ−2) αδ − βγλ−2

 =

(
−1 0
0 −1

)
⇒

t = ±
(
i 0
0 −i

)
, g =

(
0 µ

−µ−1 0

)
.

This is a contradiction with the choice of t. �
Lemma 4.20. Let g ∈ G be a semisimple element of order different from 1, 2, 4, let
h ∈ G, and suppose that s = [g, h] is a semisimple element ̸= ±1. If s and gsg−1 are in
the same Borel subgroup, then s and g are also in the same Borel subgroup.

Proof. We may assume s ∈ T and s, gsg−1 ∈ B. If g /∈ B, then g = b1ẇb2 for some
b1, b2 ∈ B and

gsg−1 ∈ B ⇔ b1ẇb2sb
−1
2 ẇ−1b−1

1 ∈ B ⇔ ẇb2sb
−1
2 ẇ−1 ∈ B ⇔ b2 ∈ T.
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Thus, if s, gsg−1 ∈ B and g /∈ B then g = bẇ for some b ∈ B. Then we have

[bẇ, h] = s ∈ T (4.17)

for some b ∈ B, s ∈ T and γ ∈ G. The assumption that g = bẇ is an element of order ̸= 4
implies that b ̸= 1. Conjugating both sides of (??) with an appropriate element s′ ∈ T ,
we can get [(

ρ 1
−1 0

)
,

(
α β
γ δ

)]
=

(
ξ 0
0 ξ−1

)
(4.18)

for some ρ, α, β, γ, δ, ξ ∈ C. A straightforward calculation shows that[(
ρ 1
−1 0

)
,

(
α β
γ δ

)]
=

(
∗ ∗

−αγ − δβ + ρβγ ∗

)
(4.19)

Then (??) and (??) imply that −αγ − δβ + ρβγ = 0. Since αδ − βγ = 1, we have{
−αγ − δβ + ρβγ = 0

αδ − βγ = 1
⇒

{
γ = − β

α2+β2−ραβ

δ = α−ρβ
α2+β2−ραβ

. (4.20)

(We omit the case α2 + β2 − ραβ = 0 because in this case we get β = 0 and then γ = 0.
But then h ∈ T is a semismple element and therefore

[bẇ, h] = b ẇhẇ−1︸ ︷︷ ︸
=h−1

b−1h−1 = bh−1b−1h−1 = [b, h−1]︸ ︷︷ ︸
/∈T

h−2 /∈ T.

But according to our assumption, [g, h] ∈ T .)
We now substitute (??) into (??) and obtain[(

ρ 1
−1 0

)
,

(
α β

− β
α2+β2−ραβ

α−ρβ
α2+β2−ραβ

)]
=

(
∗ ρ(1− (α2 + β2 − ραβ))
0 α2 + β2 − ραβ

)
. (4.21)

Comparing (??) and (??), we get ρ(1−(α2+β2−ραβ)) = 0. According to our assumption,
ρ ̸= 0. Therefore α2 + β2 − ραβ = 1, and we get as the commutator in (??) a matrix of
the form

s =

(
ξ 0
0 ξ−1

)
=

(
∗ 0
0 1

)
.

Hence s = 1. This is a contradiction with our assumption. Thus, s, g ∈ B. The lemma is
proved. �
We now continue the proof of the theorem by showing that Tw has only three irreducible
components T 0

w , T 1
w , T 2

w . Indeed, assume that there is a component T 3
w . Lemma ?? im-

plies that a general pair (g1, g2) ∈ T 3
w satisfies the following conditions: g1, [g1, g2] are

semisimple elements where the order of g1 is not 1, 2, or 4 and [g1, g2] ̸= ±1. Further,
since tr(w(g1, g2)) = 2, the element

w(g1, g2) = [[g1, g2], g1[g1, g2]g
−1
1 ]

is unipotent, and the elements [g1, g2], g1[g1, g2]g
−1
1 belong to the same Borel subgroup

according to Lemma ??. Then Lemma ?? implies that [g1, g2], g1 also belong to the same
Borel subgroup. We may assume g1 ∈ T and [g1, g2] ∈ B. Then applying Lemma ?? once
again, we get g2 ∈ B or g2 ∈ Bẇ. Thus (g1, g2) ∈ T 0

w or (g1, g2) ∈ T 1
w (note that the pair
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(t, bẇ), where t ∈ T and b ∈ B, belongs to T 1
w because ẇ(t, bẇ)ẇ−1 = (t−1, ẇb)). This

contradicts the assumption that (g1, g2) is a general pair in T 3
w ̸= T 0

w , T 1
w .

Since W0
w = T 0

w ,W2
w = T 2

w and W1
w is the only irreducible component of Ww contained in

T 1
w , we conclude that Ww also contains only three irreducible components. The theorem

is proved. �
Corollary 4.21. Let w be a word appearing in any of Examples ??, ??, ??, ??, ??. Then
the induced map w̃ : PSL(2,C)2 → PSL(2,C) is surjective.

Proof. By Corollary ??, the image of w̃ contains all semisimple elements of PSL(2,C).
The computations of this section provide a 4-dimensional component of Ww for each w,
hence guarantee that all unipotent elements lie in the image of w̃. As every element of
PSL(2,C) is either semisimple, or unipotent, we are done. �
Remark 4.22. Note that to prove the corollary, we do not need the complete lists of
the irreducible components of the varieties Ww (whose computation may be technically
involved enough, as in Example ??). It suffices to find a 4-dimensional component, which
is much easier.

Remark 4.23. Towards computer-aided search of eventual examples of words w such that
G = SL(2,C) contains unipotents lying outside the image of w̃, it would be important to
make the calculation of irreducible components faster. Towards this end, it makes sense
to replace the representation variety Ww with the character variety Xw = Ww // G.

Remark 4.24. An approach to proving that all unipotent elements lie in the image of a
word map w̃ where w /∈ F 2

m for every simple algebraic group over fields of characteristic
zero is based on the Magnus embedding theorem, combined with the Jacobson–Morozov
theorem, see [?].

Remark 4.25. It is tempting to use representation varieties of associative and Lie alge-
bras (see, e.g., [?, Remark 1.5]) to study the images of polynomial maps on such algebras,
with an eye towards solving some problems raised in [?], [?], [?].
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