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Abstract

We prove that an element g of prime order > 3 belongs to the solvable radical
R(G) of a finite (or, more generally, a linear) group if and only if for every x ∈ G
the subgroup generated by g, xgx−1 is solvable. This theorem implies that a
finite (or a linear) group G is solvable if and only if in each conjugacy class of
G every two elements generate a solvable subgroup.
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1. Introduction

The classical Baer–Suzuki theorem [3], [42], [2] states that

Theorem 1.1 (Baer–Suzuki). The nilpotent radical of a finite group G coincides
with the collection of g ∈ G satisfying the property: for every x ∈ G the subgroup
generated by g and xgx−1 is nilpotent.

Within past few years a lot of efforts have been made in order to describe
the solvable radical of a finite group and to establish a sharp analogue of the
Baer–Suzuki theorem with respect to the solvability property (see [14], [15], [17],
[18]). In particular, the following problem is parallel to the Baer–Suzuki result:

Problem 1.2. Let G be a finite group with the solvable radical R(G). What is
the minimal number k such that g ∈ R(G) if and only if the subgroup generated
by x1gx−1

1 , . . . , xkgx−1
k is solvable for every x1, . . . , xk in G?

Recently (see [19]) it was proved that
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Theorem 1.3. The solvable radical of a finite group G coincides with the col-
lection of g ∈ G satisfying the property: for every three elements a, b, c ∈ G the
subgroup generated by the conjugates g, aga−1, bgb−1, cgc−1 is solvable.

Theorem 1.3 is sharp: in the symmetric groups Sn (n ≥ 5) every triple of
transpositions generates a solvable subgroup.

However, as mentioned by Flavell [14], one can expect a precise analogue of
the Baer–Suzuki theorem to hold for the elements of prime order greater than
3 in R(G). Our main result confirms this expectation:

Theorem 1.4. Let G be a finite group. An element g of prime order ` > 3
belongs to R(G) if and only if for every x ∈ G the subgroup H =

〈
g, xgx−1

〉
is

solvable.

Theorem 1.4 together with Burnside’s pαqβ-theorem implies

Corollary 1.5. A finite group G is solvable if and only if in each conjugacy
class of G every two elements generate a solvable subgroup.

Remark 1.6. A standard argument (cf. [26, Theorem 4.1], [19, Theorem 1.4])
shows that Theorem 1.4 and Corollary 1.5 remain true for the linear groups (not
necessarily finite).

Remark 1.7. Corollary 1.5 can be viewed as an extension of a theorem of
J. Thompson [43], [13] which states that a finite group G is solvable if and only
if every two-generated subgroup of G is solvable.

Remark 1.8. The proof of Theorem 1.4 uses the classification of finite simple
groups (CFSG). The proof of Corollary 1.5 can be obtained without classifica-
tion using the above mentioned J. Thompson’s characterization of the minimal
non-solvable groups. Flavell managed to prove, without CFSG, an analogue of
Theorem 1.3 for k = 10 [14] and Theorem 1.3 under the additional assumption
that g ∈ G is of prime order ` > 3.

Remark 1.9. R. Guralnick informed us that Theorems 1.4 and 1.3 and Corol-
lary 1.5 were independently proved in forthcoming works by Guest, Guralnick,
and Flavell [25], [16]. The number k in Problem 1.2 was reduced to 7 [16] with
a proof which does not rely on CFSG.

Remark 1.10. The problem of explicit description of the solvable radical of a
finite group in terms of quasi-Engel sequences (see [4], [27]) is still open: there
is no explicit analogue of Baer’s theorem on characterizing the nilpotent radical
as the collection of Engel elements. However, a recent result by J. S. Wilson
[45], stating the existence of a countable set of words in two variables (in spirit
of [7]) which can be used to describe the solvable radical, gives much hope for
such a characterization.

The results of the present paper were announced in [20].
Notational conventions. Whenever possible, we maintain the notation of [18]
which mainly follows [39], [11]. Let G(Φ,K) be a Chevalley group where Φ is
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a reduced irreducible root system and K is a field. Denote by W = W (Φ) the
Weyl group corresponding to Φ. Denote by ẇ a preimage of w ∈ W in G(Φ,K).
Twisted Chevalley groups and Suzuki and Ree groups are denoted by dG(Φ,K),
d = 2, 3. We call Chevalley groups (twisted, untwisted, Suzuki and Ree groups)
the groups of Lie type. Chevalley groups G(Φ, K) are denoted throughout
the paper mostly as groups of type Φ(K). Correspondingly, for finite fields
K = Fq, q = pn, they are denoted just by Φ(q). We adopt the notation of [11]
for twisted Chevalley groups which means that we use the symbols 2Φ(q2) but
not 2Φ(q). For example, simple unitary groups are denoted either as 2An(q2),
or as PSUn(q2) (and not by PSUn(q)), or as PSUn(F ), where F is a quadratic
extension of K. We use the same notation for Suzuki and Ree groups (this
means that in these cases q is not integer because q2 is an odd power of 2 or 3).

We use the standard notation uα(t), α ∈ Φ, t ∈ K, for elementary unipotent
elements of G. Correspondingly, split semisimple elements will be denoted by
hα(t), t ∈ K∗, where K∗ is the multiplicative group of K.

We say that a finite group G is almost simple if it has a unique normal simple
subgroup L such that L ≤ G ≤ Aut (L). In the classification of automorphisms
we follow [23, p. 60], [22, p. 78]. This means that all automorphisms of an
adjoint group of Lie type are subdivided to inner-diagonal automorphisms, field
automorphisms, graph automorphisms, and graph-field ones (for non-adjoint
groups see [22, p. 79]). Recall that according to [23, Definition 2.5.13], any field
automorphism of prime order ` > 3 of L is conjugate in Aut (L) to a standard
one in the sense of [39].

We use the formula [x, y] = xyx−1y−1 to denote the commutator. If H is a
subgroup of G, we denote by Ha, a ∈ G, the subgroup aHa−1. For the group of
fixed points of an automorphism a of a group H we use the centralizer notation
CH(a) (both for inner and outer automorphisms of H). The only exception
is the symbol GF , which is traditionally used for denoting the group of fixed
points of a simple algebraic group with respect to a Frobenius endomorphism
(see [11]).

We use below some standard language of algebraic groups ([Sp], [Hu]). Here
we consider only algebraic groups defined over a finite field Fq and therefore
sometimes we identify such groups with the groups of points over the algebraic
closure Fq. By a Chevalley group we mean here the group of points of a reductive
algebraic group which is defined and quasisplit over K. Note that all groups are
quasisplit over finite fields.

2. Strategy of proof

As in [17]–[19], we reduce Theorem 1.4 to the following statement:

Theorem 2.1. Let G be a finite almost simple group, and let g ∈ G be of prime
order > 3. Then there is x ∈ G such that the subgroup generated by g and xgx−1

is not solvable.

Although this reduction is fairly standard and can be done in many different
ways, for the sake of convenience we sketch its main steps. (Note that the
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argument below uses a two-generation theorem for finite simple groups and
hence relies on CFSG.)

Let S(G) be the set of all elements g ∈ G of prime order bigger than 3 such
that for every x ∈ G the subgroup 〈g, xgx−1〉 is solvable.

Obviously, any element of R(G) of prime order > 3 lies in S(G), and we
have to prove the opposite inclusion. We may assume that G is semisimple (i.e.,
R(G) = 1), and we shall prove that G does not contain elements from S(G).
Assume the contrary and consider a minimal counterexample (i.e. a semisimple
group G of smallest order with S(G) 6= ∅).

It is easy to see that any g ∈ G acts as an automorphism (denoted by
the same letter g) on the CR-radical V of G (see [36, 3.3.16]) and that V =
H1 × · · · ×Hn where all Hi, 1 ≤ i ≤ n, are isomorphic (say to H) nonabelian
simple groups ([18, Section 2]). Suppose that g 6= 1 belongs to S(G). Let us
show that g cannot act on V as a non-identity element of the symmetric group
Sn.

Since g ∈ S(G), the subgroup Γ = 〈g, xgx−1〉 is solvable for any x ∈ G. Take
x ∈ V . Evidently, Γ contains the elements [g, x] = gxg−1x−1 = g(x)x−1 and
g2(x)x−1. Denote by σ the element of Sn corresponding to g.

Suppose σ 6= 1. Since the order of σ is greater than 3, we may assume that
there exist i and j such that σ(j) = i and σ(i) = 1. Take x = (x1, . . . , xn) ∈ V
such that xj = b, xi = a, where a and b are generators of the simple group
H and xk = 1 for k 6= i, j, 1 ≤ k ≤ n. Then the group 〈g(x)x−1, g2(x)x−1〉
is not solvable since (g(x)x−1)1 = a and (g2(x)x−1)1 = b and these elements
generate a simple group H. This is a contradiction with the assumption that Γ
is solvable.

So we may assume that an element g ∈ S(G) acts as an automorphism g̃ of
the simple group H. Then we consider the extension of H by g̃. Denote this
almost simple group by G1. By Theorem 2.1, G1 contains no elements from
S(G), which is a contradiction with the choice of g̃.

So the rest of the paper is devoted to the proof of Theorem 2.1. We refer to
the property stated in Theorem 2.1 as Property (NS) (for “non-solvable”):

(NS) For every g ∈ G of prime order > 3 there is x ∈ G such that
the subgroup generated by g and xgx−1 is not solvable.

We use CFSG to prove, by case-by-case analysis, that every almost simple
group satisfies (NS). Section 3 deals with alternating and sporadic groups. In
Section 4 we consider groups of Lie type of rank 1. In Section 5 the general case
is treated. Finally, the exceptional case 2F4 is treated separately in Section 6.

3. Alternating, symmetric, and sporadic groups

Let G be an almost simple group, L ≤ G ≤ Aut L.

Lemma 3.1. Let L = An, n ≥ 5, be the alternating group on n letters. Then
G satisfies (NS).
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Proof. Clearly it is enough to consider the alternating groups: as Aut (An) = Sn

for n 6= 6 and [Aut (A6) : A6] = 4, any element of odd order in Aut (An) lies in
An. So let G = An, n ≥ 5. For n = 5 the proof is straightforward, so we may
proceed by induction. We may thus assume that g acts without fixed points, so
n = k`, where ` stands for the order of g, and g is a product of k disjoint cycles
of length `. If k = 1, we can conjugate g = (12 . . . `) by a 3-cycle z = (123) to see
that

〈
g, zgz−1

〉
= A`. For k > 1, we conjugate g by a product of k 3-cycles.

Lemma 3.2. Let L be a sporadic simple group. Then G satisfies (NS).

Proof. As the group of outer automorphisms of any sporadic group is of order
at most 2, it is enough to treat the case where G is a simple sporadic group.
Here the proof goes, word for word, as in [17, Prop. 9.1]. Namely, case-by-case
analysis shows that any element g ∈ G of prime order ` > 3 is either contained
in a smaller simple subgroup of G, or its normalizer is a maximal subgroup of
G. In the latter case it is enough to conjugate g by an element x not belonging
to NG(〈g〉) to ensure that

〈
g, xgx−1

〉
= G.

4. Groups of Lie rank 1

In this case our proof combines arguments of several different types. In
the cases L = PSL2(q) and L = PSU3(q) we use the analysis of [28] with
appropriate modifications whenever needed. The case of inner automorphisms
of Suzuki and Ree groups is treated in the same spirit as in [17] (see Proposition
4.4). The case of field automorphisms of Ree groups can be reduced to the
PSL2-case. Finally, in the case of field automorphisms of Suzuki groups we
apply a counting argument similar to [28].

Before starting the proof, let us make some preparations. The following fact
is well known.

Proposition 4.1. Let G be a finite almost simple group of Lie type, and let
g ∈ G be an element of prime order ` > 3. Then g is either an inner-diagonal
or a field automorphism of L.

Proof. See [22, p. 82, 7-3] and [33, Proposition 1.1].

Recall, for the reader’s convenience, a theorem of Gow [24] which is essential
in our argument.

Let L be a finite simple group of Lie type, and let z 6= 1 be a semisimple
element in L. Let C be a conjugacy class of L consisting of regular semisimple
elements. Then there exist g ∈ C and x ∈ L such that z = [g, x].

Theorem 4.2. Suppose that the Lie rank of L is 1. Then G satisfies (NS).

Proof. Let g ∈ G be of prime order > 3. We shall check that there is x ∈ L
such that the subgroup of G generated by g and xgx−1 is not solvable.

Proposition 4.3. If L = PSL2(q), q ≥ 4, or L = PSU3(q2), q > 2, then G
satisfies (NS).
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Proof. In the case L = PSL2(q) the result follows from [28, Lemma 3.1]. If
L = PSU3(q2), q > 2, the result follows from the proof of [28, Lemma 3.3] with
the single exception when g is a field automorphism. In the latter case we can
take g to be standard. The order of g is a prime number bigger than 3, and we
may thus assume that q 6= 2, 3 and that g normalizes but does not centralize a
subgroup of type A1 generated by a self-conjugate root of A2. The result follows
from [28, Lemma 3.1].

Let L be a Suzuki group 2B2(q2) or a Ree group 2G2(q2) where q2 is an
odd power of 2, in the Suzuki case, or of 3, in the Ree case (see, e.g., [41],
[32], [34]). Then L = GF where G is the corresponding simple algebraic group
(of type B2 or G2) defined over the field F2 or F3, and F is the appropriate
Frobenius endomorphism of G ([38], [30, 1.3, 20.1]). There exists an F -stable
Borel subgroup B ≤ G. The group BF will be called below a Borel subgroup of
L. Let us fix such a subgroup B. Every Borel subgroup of L is of the form Ba for
some a ∈ L. We will denote by T a maximal subgroup of semisimple elements
of a Borel subgroup Ba. Note that T is the subgroup of F -fixed elements of an
F -stable torus of G contained in an F -stable Borel subgroup of G. Hence we
will call such a group T a quasisplit torus of L. Furthermore, we denote by T
any group of F -fixed elements of an F -stable torus of G which is not contained
in any F -stable Borel subgroup of G. We call such a group a nonsplit torus
of L. Note that T ∩ Ba = 1 for every a ∈ L. Recall that all maximal tori in
Suzuki–Ree groups are cyclic (see [41], [44]).

For Suzuki and Ree groups, we consider the cases of inner and outer automor-
phisms separately. Since all diagonal automorphisms are inner in Suzuki–Ree
groups [12], the case of inner-diagonal automorphisms is reduced to the case of
inner ones. We start with the case where g is an inner automorphism.

Proposition 4.4. If L is a Suzuki group 2B2(q2), q2 = 22m+1, m ≥ 1, or a
Ree group 2G2(q2), q2 = 32m+1, m ≥ 1, and g ∈ L is of prime order > 3, then
there exists x ∈ L such that the group

〈
g, xgx−1

〉
is not solvable.

Proof. As the order of g is greater than 3, it cannot be unipotent, so we may
and shall assume that g is semisimple. We argue as in [17, Section 4]. Note that
all tori in the Suzuki and Ree groups are cyclic, and all semisimple elements of
order greater than 3 are regular [41], [32], [34]. By Gow’s theorem, for every
semisimple element z′ ∈ L we can find x, y ∈ L such that z = yz′y−1 = [g, x].
Consider two cases:

• g is a generator of some maximal quasisplit torus;

• g is not a generator of any maximal quasisplit torus.

In the first case, choose x so that z = [g, x] would be a generator of a nonsplit
torus. In the second case, choose x so that z = [g, x] would be a generator of
some quasisplit torus.

Note that in both cases g /∈ 〈z〉.
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With such a choice of x, let H =
〈
g, xgx−1

〉
. By construction, we have

T ≤ H for some quasisplit torus T .
First note that H is not contained in NL(T ). Indeed, g and z cannot both

normalize T since they are of prime order > 3 and one of them does not belong
to T , whereas the order of NL(T )/T is 2.

Furthermore, H is not contained in any Borel subgroup. Indeed, if both g
and xgx−1 belong to a Borel subgroup B′ = T ′U ′ (where T ′ is a fixed maximal
quasisplit torus and U ′ is the subgroup of unipotent elements), then we are in
the second case. Consider the cyclic group B′/U ′. Let ḡ and xgx−1 = ḡ1 be the
corresponding images. Then ḡ and ḡ1 are of the same order, 〈ḡ〉 6= T ′, 〈ḡ1〉 6= T ′,
but

〈
ḡ−1ḡ1

〉 ∼= T ′, which is a contradiction.
The Suzuki groups have no maximal subgroups other than NL(T ), NL(T),

B, and Suzuki groups over smaller fields [41]. The subgroup H is not contained
in a subgroup of the latter type since H contains a maximal torus of L. Fur-
thermore, H is not contained in NL(T) since it contains a quasisplit torus. So
we conclude that H = L. Using similar arguments and the list of the maximal
subgroups of Ree groups [32], [34], one can show that H lies in a maximal sub-
group of a Ree group only in two cases: either q2 = 3 (which is excluded by
straightforward MAGMA computations),or H < PSL2(q2). In the latter case
we use Proposition 4.3 to conclude that H = PSL2(q2).

Remark 4.5. See [20] for another proof based on the structure of maximal tori
in the Suzuki groups.

It remains to consider the case of outer automorphisms of prime order of
Suzuki and Ree groups. Any such automorphism is a field automorphism (see
Proposition 4.1) which is assumed to be standard.

We start with the simpler case of Ree groups.

Proposition 4.6. Let L be a Ree group 2G2(q2), q2 = 32m+1, m ≥ 1, and let
g be a field automorphism of L of prime order ` > 3. Then there exists x ∈ L
such that

〈
g, xgx−1

〉
is not solvable.

Proof. The group L contains a subgroup isomorphic to PSL2(K), K = Fq2 .
This subgroup is generated by the elementary unipotent elements of L of type
uA(t), u−A(t), t ∈ K, where uA(t) = ua+b(tϑ)u3a+b(t), ϑ : K → K, 3ϑ2 = 1,
and a, b are the short and long simple roots of G2, respectively (see [34]).

Hence g normalizes and does not centralize PSL2(K). Thus the assertion
of the proposition follows from Proposition 4.3.

Proposition 4.7. Let L be a Suzuki group Sz(q2`), q2 = 22m+1, m ≥ 0, and
let g be a field automorphism of L of prime order ` greater than 3. Then there
is x ∈ L such that the subgroup

〈
g, xgx−1

〉 ∩ L is not solvable.

Proof. Denote by Γ the set of all y = xgx−1, x ∈ L, such that the group
Γy := 〈g, y〉 ∩ L is solvable. We shall prove that |Γ| < |{aga−1 | a ∈ L}|.

Note that Γy is invariant under the action of g because g ∈ 〈g, y〉, gLg−1 = L,
and Γy = 〈g, y〉 ∩ L.
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Fix a Borel subgroup B < L, a maximal quasisplit torus T < B, and maxi-
mal nonsplit tori T of L which are invariant under the action of g. It is known
that either T = T1 or T = T2, where the orders of cyclic groups T1, T2 are
q2` +

√
2q2` + 1 and q2` −

√
2q2` + 1 respectively (see [41], [38]). Recall that

every maximal subgroup of L is conjugate to B, NL(T ), NL(T), or is isomorphic
to a Suzuki group over a smaller field.

For every y ∈ Γ the group Γy lies in some maximal subgroup of L. So
Γy < Ha where a ∈ L and H is of one of the above types.

The case when H is a Suzuki group over a smaller field can be excluded
because the essential case Γy = H = Sz(q′2), q′2|q2, cannot occur. Indeed,
Sz(q2) is solvable if and only if q2 = 2.

Lemma 4.8. With the above notation, we have Γy 6= Sz(2).

Proof. Assume the contrary. We have Γy = Sz(2) = 〈a〉 o 〈b〉, a5 = 1, b4 = 1,
bab−1 = a2. Note that Γy is a normal subgroup in 〈g, y〉, the subgroup 〈a〉
coincides with the derived subgroup of Γy = Sz(2), and it is a characteristic
subgroup in Γy = Sz(2). Since the order ` of g is a prime greater than 3, we
conclude that gag−1 = a, yay−1 = a, and hence γaγ−1 = a for every γ ∈ 〈g, y〉.
Since bab−1 = a2, we have b /∈ 〈g, y〉, which is a contradiction.

Lemma 4.9. Suppose that Γy is contained in NL(T a) or in NL(Ta) where
a ∈ L. Then Γy is contained in T a (and thus in Ba) or in Ta, respectively.

To prove Lemma 4.9, we need two more auxiliary assertions.

Sublemma 4.10. Suppose that Γy ≤ NL(T a) (respectively, Γy ≤ NL(Ta)).
Then Ty := Γy ∩ T a (respectively, Ty := Γy ∩ Ta) is g-invariant.

Proof. Let Γy ≤ NL(T a). Denote by Γ2
y the subgroup of Γy generated by the

squares of the elements of Γy. It is clear that Γ2
y is invariant under g. Since

|NL(T )/T | = 2, all elements of Γ2
y belong to T , so Γ2

y lies in Ty. However, all
elements of T are of odd order, therefore Γ2

y = Ty. Hence Ty is invariant under
g. In order to get the statement for Ty, we repeat the above argument with Γ2

y

replaced by Γ4
y.

Sublemma 4.11. Suppose that Γy is contained in NL(T a) or in NL(Ta). Then
for any integer r the element [g−r, x] belongs to Ty or to Ty, respectively.

Proof. If `|r, the assertion is satisfied for trivial reasons, so assume that r is
prime to `. Let Γy ≤ NL(T a). Then z := g−rxgrx ∈ NL(T a). Assume z ∈
Γy \ Ty. Then g−r(x) = g−rxgr = zx. Furthermore, g−r can act only trivially
on Γy/Ty since for r prime to ` the order of g−r is ` > 3 whereas the order of
Γy/Ty is ≤ 4. Hence g−r(z)z−1 ∈ Ty. Thus x = (g−r)`(x) = z`xt with t ∈ Ty,
so z` ∈ Ty. But z ∈ NL(T a) \ T a and |NL(T a)/T a| = 2, therefore z` 6∈ T a,
which is a contradiction. Hence z ∈ Ty. The same proof can be given for the
case Γy ≤ NL(Ta).
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We are now ready to prove Lemma 4.9.
Let a = g, b = xgx−1. Then any word w = · · · akbman · · · can be written

as · · · ak+m(a−mbm)an · · · = · · · gu[g−m, x]gv · · · , where the commutator in the
middle belongs to Ty in view of Sublemma 4.11. Therefore w = gu1z1g

u2z2 · · · ,
where z1, z2 ∈ Ty. Since w ∈ L, the sum u1 + u2 + · · · is divisible by `, so

w = (gu1z1g
−u1)(gu1+u2z2g

−u1−u2)(gu1+u2+u3 · · · ) =
∏

(gvizig
−vi).

By Sublemma 4.10, the latter element must belong to Ty.
The case Γy ≤ N(Ta) is treated in exactly the same way.

We thus may and shall assume that Γy ≤ Ha where H = B or H = T.
We are now able to estimate the number of elements y = xgx−1, x ∈ L, such

that the group Γy = 〈g, y〉 ∩ L is solvable.
Denote AH := {Ha| gHag−1 = Ha, a ∈ L}.
Denote L1 = 〈L, g〉. Note that 〈g, y〉 6= L1 because the group 〈g, y〉 is

solvable. Hence 〈g, y〉 is contained in a proper maximal subgroup M of L1. By
[31], M is conjugate to a subgroup of the form NL1(H

a) = 〈Ha, g〉 where Ha is
a maximal subgroup in L invariant under g.

So we may assume that 〈g, y〉 lies in a semidirect product Ha o 〈g〉 and Γy

lies in some Ha such that gHag−1 = Ha. We have yHay−1 = Ha because Ha is
normal in M . The equality yHay−1 = Ha can be rewritten as g(x−1Hax)g−1 =
x−1Hax, or, in other words, as x−1Hax ∈ AH . Hence it is enough to estimate,
for each H, the number of elements in the set

SH := {s ∈ L : sHas−1 = Ha′ for some Ha,Ha′ ∈ AH}.
Lemma 4.12.

|SB | ≤ q6`+9.

Proof. First recall that we denote L = 2B2(q2`). We have CL(g) = 2B2(q2).
The orders of the above groups are q4`(q2` − 1)(q4` + 1) and q4(q2 − 1)(q4 + 1),
respectively.

We have H = B = TU where U is the maximal unipotent subgroup of
B. Denote by CU (g) the centralizer of g in U . By the definition of SH we
have SB ⊇ B (because B ∈ AB). Furthermore, let s /∈ B and suppose that
sBs−1 is g-invariant. The Bruhat decomposition of L contains only two cells,
hence we can represent s in the form s = uẇb with u ∈ U , b ∈ B, and w the
non-identity element of the Weyl group. The condition g(sBs−1)g−1 = sBs−1

can be rewritten as u−1guB−u−1g−1u = B− where B− stands for the Borel
subgroup opposite to B. This subgroup is invariant under g, so applying g−1

to the last equality we conclude that v := g−1(u−1)u normalizes B− and hence
belongs to B−. On the other hand, v is a product of two elements from U and
thus belongs to U . As B−∩U = 1, we conclude that v = 1, i.e., u belongs to the
centralizer CU (g). Thus the set of s /∈ B such that sBs−1 is g-invariant is in one-
to-one correspondence with the set of pairs {(b, u)} with b ∈ B and u ∈ CU (g).
The number of such pairs equals |B| · |CU (g)|. Hence the number of s ∈ L such
that sBs−1 is g-invariant equals |B|(1 + |CU (g)|) = q4`(q2` − 1)(q4 + 1).
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This calculation should be repeated for every Ba = aBa−1 such that g(aBa−1)g−1 =
aBa−1, i.e., for each Ba ∈ AB . Let us write the last condition in the form
a−1gaBa−1g−1a = B and use the Bruhat decomposition a = uwb for a, as in
the above paragraph. The same computation shows that the number of such
groups Ba equals |CU (g)| = q4. Thus we conclude that

|SB | ≤ q4`(q2` − 1)(q4 + 1)q4 ≤ q6`+9.

In order to treat the case of nonsplit tori in a similar way we need the
following

Lemma 4.13. Let T be a nonsplit g-stable torus of L = Sz(q2`). Then the first
cohomology group H1(〈g〉 , T) is trivial.

Proof. It is enough to prove that H1(〈g〉 , T`) = 1 where T` is a Sylow `-subgroup
of T.

Let us first prove that if T` 6= 1, then g does not centralize T`. Assume the
contrary. Then T` is contained in Sz(q2). Recall that the order of T is either
N− = q2`−

√
2q2` +1, or N+ = q2` +

√
2q2` +1. Note that N+ and N− cannot

be both divisible by ` (these are odd numbers whose difference is 2
√

2q2` which
is a power of 2, hence they are coprime). As T` < Sz(q2), we have q4 + 1 ≡ 0
(mod `) (because the order of T` divides both |Sz(q2)| = q4(q2− 1)(q4 +1) and
N+N− = q4` + 1) and ` does not divide (q4` + 1)/(q4 + 1). On the other hand,
q4 +1 ≡ 0 (mod `) implies (q4` +1)/(q4 +1) = ((q4)`−1− (q4)`−2 + · · ·+1) ≡ 0
(mod `), which is a contradiction. Thus g acts nontrivially on T`.

As T is a cyclic group, we finish the proof by noting that if a cyclic group
C of the order ` acts nontrivially on a cyclic `-group M (` odd), we have
Hi(C, M) = 1 for all i ≥ 1 [1, Ch. II, Example 7.9].

We are now able to repeat for the tori T = T1 and T2 the computations
already performed for the case of Borel subgroups.

Lemma 4.14.
|ST1 |+ |ST2 | ≤ q3`+24.

Proof. Fix a maximal nonsplit torus T invariant under g. For s ∈ L such that
sTs−1 ∈ AT, consider z := g−1s−1gs. Arguing as in the proof of Lemma 4.12,
we arrive at the equality zTz−1 = T, i.e., z ∈ NL(T). Since g ∈ NL1(T) (recall
that L1 = 〈L, g〉), we have gz = s−1gs ∈ NL1(T), and therefore the group〈
g, s−1gs

〉
is contained in NL1(T), so

〈
g, s−1gs

〉 ∩ L is contained in NL(T). By
Lemma 4.9, this group is contained in T, so z defines a cocycle with values
in T. By Lemma 4.13, H1(〈g〉 , T) = 1, therefore z = g−1t−1gt with t ∈ T.
Therefore g(ts−1) = ts−1 whence ts−1 = a ∈ CL(g) = Sz(q2). Thus s = a−1t
with a ∈ Sz(q2), t ∈ T. Therefore the number of elements s ∈ L such that
sTs−1 ∈ AT is bounded by |T| · |Sz(q2)| = |T|q4(q2 − 1)(q4 + 1).
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This estimate should be repeated for each Tγ ∈ AT, i.e., for every Tγ such
that gTγg−1 = Tγ . We have seen above that Tγ = γTγ−1 ∈ AT if and only if
γ ∈ Sz(q2). Hence the the number of groups Tγ is bounded by |Sz(q2)|.

Thus
|ST| ≤ |T| · q4(q2 − 1)(q4 + 1) · (q4(q2 − 1)(q4 + 1))

= |T|q8(q2 − 1)2(q4 + 1)2 ≤ |T|q22.

Since there are two nonconjugate nonsplit tori T1 and T2, we get |ST1 |+ |ST2 | ≤
q22(|T1| + |T2|). Recall that the orders of the tori are q2` −

√
2q2` + 1 and

q2` +
√

2q2` +1, so each order is less than q3`. Thus we get the needed estimate
|ST1 |+ |ST2 | ≤ 2q3`+22 ≤ q3`+24.

We can now finish the proof of Proposition 4.7.
By Lemmas 4.12 and 4.14, the total number of all elements s ∈ L such that

sHas−1 ∈ AH for some Ha ∈ AH is bounded by q3`+24 + q6`+9. If ` ≥ 5 then
6` + 9 ≥ 3` + 24, and we have q3`+24 + q6`+9 ≤ 2q6`+9 ≤ q6`+11.

We have proved above that if the group 〈g, xgx−1〉 is solvable then 〈g, xgx−1〉 ≤
〈Ha, g〉 for some g-stable maximal subgroup Ha ≤ L. Moreover, in this case
xHax−1 is also g-stable. Hence if 〈g, xgx−1〉 is solvable then there exists a g-
stable maximal subgroup Ha such that xHax−1 is also g-stable. We have just
estimated the number of those x such that there is a g-stable maximal subgroup
Ha for which the group xHax−1 is also g-stable. This number is not more than
q6`+11. But

q6`+11 < q9` <| L |= q4`(q2` − 1)(q4` + 1).

Thus we can find x ∈ L such that the group 〈g, xgx−1〉 is nonsolvable.
Proposition 4.7 is proved.

Theorem 4.2 now follows from Propositions 4.3, 4.4, 4.6, and 4.7.

5. General case

In this section we prove the main part of Theorem 1.4 considering almost
simple groups of Lie rank > 1 not of type 2F4. The case 2F4 will be treated
separately in the last section.

Theorem 5.1. Let L be a simple group of Lie type of Lie rank ≥ 2, L 6= 2F4(q2),
and let L ≤ G ≤ AutL. Then G satisfies (NS).

Suppose that the property (NS) does not hold for some group G. We
may assume for G the following property (MC stands for “minimal counter-
example”):

MC:
(a) G is a finite almost simple group which does not satisfy (NS);
(b) [G,G] = L is a simple group of Lie type different from 2F4;
(c) if H is a group satisfying conditions (a) and (b), then the order of [H, H]

is greater than or equal to the order of L.
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Throughout below g ∈ G is an element of prime order ` > 3 such
that the group 〈g, xgx−1〉 is solvable for every x ∈ L (such an element
exists according to hypothesis (a)).

Suppose that g induces a field automorphism of L. Then one can find a
subgroup L1 = 〈U±α〉 where U±α are root subgroups which are g-stable but
not centralized by g (this follows from the definition of field automorphism.)
Since the order of g is a prime number ≥ 5, the group L2 = L1/Z(L1) is a
simple group of rank one, and g induces on L2 an automorphism of prime order
≥ 5. Then the almost simple group G1 = 〈g, L2〉 does not satisfy (NS). This
contradicts Theorem 4.2.

Thus, in view of classification of automorphisms of prime order (see Propo-
sition 4.1), we may assume that g induces an inner-diagonal automorphism of
L, and therefore we may also assume that

g ∈ G = 〈σ, L〉

where σ is a diagonal automorphism of L.

5.1.
Recall that the group L can be represented in the form

L = [G(K),G(K)] = Gsc(K)/Z(Gsc(K))

where Gsc is a simple, simply connected linear algebraic group defined over a
finite field K and G = Gad is the corresponding adjoint group.

Lemma 5.2. There exists a reductive algebraic group G defined over a finite
field K satisfying the following conditions:

(i) the centre of G is a torus and the derived group G′ is simply connected;
(ii) G′(K)/Z(G′(K)) ∼= L;
(iii) there is τ ∈ G(K) such that 〈τ, G′(K)〉/Z(〈τ, G′(K)〉 ∼= G.

Proof. Let H be a maximal K-torus of Gsc which is quasisplit over K, i.e. is
contained in a K-defined Borel subgroup. Further, let Z̃ = Z(Gsc) be the
centre of Gsc (here we regard Z̃ as a finite algebraic subgroup of Gsc which is
also defined over K [37]). We also identify Z̃ with an algebraic subgroup of H.
Consider the embedding i : Z̃ ↪→ H × Gsc given by i(z) = (z, z−1). The image
i(Z̃) will also be denoted by Z̃.

Define the reductive group G := (H × Gsc)/Z̃. Then Z(G) = H, G′ = Gsc

(here we identify the groups H and Gsc with their images in G). Thus we have
(i), (ii).

Note that there exists an automorphism σ̃ of Gsc which induces the given
diagonal automorphism σ of L (because σ is defined by its action on the root
subgroups). All such automorphisms are inner in Gsc. Thus we may assume
σ̃ ∈ Gsc. Let F denote the Frobenius map naturally acting on G such that
GF

sc = Gsc(K), HF = H(K). Then F (σ̃) and σ̃ induce the same automorphism
of G (check this on root subgroups). Hence F (σ̃)σ̃−1 ∈ Z(G) = H. By Lang’s
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theorem, H1(F,H) = 1, therefore we have F (σ̃)σ̃−1 = F (t−1)t for some t ∈ H.
Hence τ = σ̃t ∈ G(K). This gives (iii).

Lemma 5.3. We have G ≤ G(K).

Proof. The quotient G/Z(G) coincides with the adjoint group G. Let θ : G → G
be the natural homomorphism of algebraic groups. We have θ(G(K)) ≤ G(K).
Lemma 5.2 implies G = 〈σ, L〉 ≤ θ(G(K)) ≤ G(K).

LetGLn, SLn be the algebraic groups such thatGLn(E) = GLn(E), SLn(E) =
SLn(E) for every field E. Further, let K = Fq, let K be an algebraic closure
of K, and let Gal(K/K) = 〈τ〉 where τ(α) = αq for every α ∈ K. Denote by σ
the automorphism of GLn(K), SLn(K) given by the formula σ(A) = (A−1)t.
The automorphism τ of K also defines the automorphism of the matrix groups
GLn(K), SLn(K) which will be denoted by the same symbol τ . For every
natural number m we denote by Fm the Frobenius maps:

Fm = (στ)m : GLn(K) → GLn(K), SLn(K) → SLn(K).

Denote by Un(q), SUn(q) the quasisplit forms of GLn, SLn defined over K = Fq

such that

Un(q)(Fqm) = GLn(K)Fm , SUn(q)(Fqm) = SLn(K)Fm .

Lemma 5.4. Suppose that L = An−1(q) or L = 2An−1(q2). Then in Lemma
5.2 one can take G = GLn or G = Un(q), respectively.

Proof. For the case L = An−1(q) the statement is obvious. Let L = 2An−1(q2).
Then Gsc = SUn(q) = Un(q)′ and the centre of SUn(q) is a one-dimensional
anisotropic torus over K = Fq. Thus we have (i) and (ii). Note that the proof
of Lemma 5.2 implies that (iii) holds for every reductive group G satisfying (i)
and (ii).

5.2.
The notation introduced in the next paragraph refers to the reductive group

G and the semisimple group G as in Section 5.1.
For the Chevalley groups G(K) and G(K) denote TG = TG(K) and T =

T(K) where TG and T are maximal quasisplit tori of G and G. We will assume
that τ ∈ TG and σ ∈ T . Further, for the Chevalley group G(K) (or G(K)) there
exists the root system Φ corresponding to TG (or T ) which either coincides with
the root system R of G or is obtained from R by twisting [10]. We denote by
Uα and Uα the root subgroups of G(K) and G(K) corresponding to α ∈ Φ. We
set UG = 〈Uα | α ∈ Φ+〉, U = 〈Uα | α ∈ Φ+〉. The groups BG = TGUG and
B = TU (as well as all their conjugates) are called Borel subgroups of G(K)
and G(K). Any subgroup of G(K) or G(K) which contains a Borel subgroup is
called a parabolic subgroup.

Fix a simple root system Π generating Φ. For Π′ ⊂ Π denote WΠ′ = 〈wα |
α ∈ Π′〉. Then PΠ′ = BWΠ′B is a standard parabolic subgroup of G(K). Note
that every parabolic subgroup of G(K) is conjugate to a standard parabolic
subgroup by an element of [G(K),G(K)].
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Lemma 5.5. The element g ∈ G = 〈σ, L〉 ≤ G(K) does not belong to any
proper parabolic subgroup of G(K).

Proof. Assume to the contrary that g ∈ P where P ≤ G(K) is a proper parabolic
subgroup of G(K). There exists γ ∈ L = [G(K),G(K)] such that γPΠ′γ

−1 = P
for some Π′ ⊂ Π. Since γ ∈ L and since we may consider the element g ∈ G =
〈σ, L〉 up to conjugacy in G, we may assume that P is the standard parabolic
subgroup PΠ′ for some Π′ ⊂ Π.

Let us show that g is not a unipotent element. Indeed, if g is a unipotent
element, then by conjugation with some appropriate element of L we can get
an element u ∈ U having a nontrivial factor uα for some α ∈ Π. Again we may
assume g = u = uαv, uα 6= 1, v ∈ U , and g ∈ P = PΠ′ for Π′ = {α}. The
image g1 of g in the quotient L1 = P/Z(P )Ru(P ) is an element of prime order
` > 3. Hence L1 is an almost simple group of Lie type of rank one which does
not satisfy (NS). This contradicts Theorem 4.2.

Let us show that δgδ−1 /∈ T for every δ ∈ G(K). Suppose δgδ−1 ∈ T for
some δ ∈ G(K). Then we may assume g ∈ T (the same arguments as above).
One can then find a group Gα = 〈U±α〉, α ∈ Π, which is normalized but not
centralized by g. Then again we have a contradiction with Theorem 4.2.

Let now g ∈ P = PΠ′ , g /∈ T , g /∈ Ru(P ). Then the image g1 of g in L1 =
P/Z(P )Ru(P ) is not trivial. Further, there exists a simple component L2 of L1

which is an almost simple group of Lie type such that the component g2 of g1 in
L2 is not trivial. Obviously, L3 = [L2, L2] is a finite simple group of Lie type 6=
2F4(q2) and |L| > |L3|. Since L2 is a simple component of L1 = P/Z(P )Ru(P ),
the image g2 of g1 can be represented in the form g2 = σ′g3 where g3 ∈ L3

and σ′ ∈ L2 induces a diagonal automorphism of L3 = [L2, L2]. Then the
group G1 = 〈σ′, L3〉 does not satisfy (NS). Hence we have a contradiction with
(MC).

Lemma 5.6. The element g does not normalize any unipotent subgroup V of
G(K).

Proof. This is an immediate consequence of the Borel–Tits theorem [6] (see also
[9], [23, Theorem 3.1.3]).

Lemma 5.7. The element g ∈ G = 〈σ,L〉 ≤ G(K) ≤ G is a regular semisimple
element of G.

Proof. Since the order of g is prime and g is not unipotent, g is semisimple. Let
CG(g) be the centralizer of g in G. This is a reductive subgroup of G [11, The-
orem 3.5.3]. Suppose that g is not regular. Then the identity component C0

G(g)
is not a torus and thus contains a unipotent element u. Hence g normalizes the
unipotent subgroup generated by u, which contradicts Lemma 5.6.

5.3.
Recall that a Coxeter element wc of the Weyl group W = W (Φ) with respect

to Π is a product (taken in any order) of the reflections wα, α ∈ Π, where each
reflection occurs exactly once.
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Let now g be a preimage of g in G(K), see Lemma 5.2(iii). Since g is a
semisimple regular element of G (Lemma 5.7), the element g is also semisimple
and regular in G. By [40, §9] (see also [21]), for every Coxeter element wc of
G(K) there exists x ∈ G(K) such that

xgx−1 = uẇc

where u ∈ UG (here ẇc is any preimage of wc). We have x = hy where h ∈ TG

and y ∈ G′(K). Then
ygy−1 = u′ẇc

Thus we can put the element g in the Coxeter cell BGẇcBG by conjugation
with some element from G′(K). So we may assume g ∈ BGẇcBG. Therefore
we may assume g ∈ BẇcB and moreover

g = uẇc (5.1)

for some u ∈ U .
In [18, Section 5], it was proved that for an element g of form (5.1) with an

appropriate Coxeter element wc, there is x ∈ L such that [g, x] = u ∈ U . With
this choice of x, put

H = 〈g, xgx−1〉.
By our assumptions, H is a solvable group. Since g, u ∈ H, there is a Hall
subgroup Hp`, where p = char(K), such that g ∈ Hp`. Let A be the maximal
abelian normal subgroup of Hp`, and let Ap be the p-Sylow subgroup of A.
Suppose that Ap 6= 1. Then Ap is normalized by g. This contradicts Lemma
5.6. Hence Ap = 1. Then |A| = `s. Let

A[`] = {a ∈ A | al = 1}, CA[`](g) = {a ∈ A[`] | gag−1 = a}.

We have CA[`](g) 6= 1 since any operator of order ` acting on a vector space over
the field F` is unipotent and hence has a nontrivial fixed point.

We have CG(g) ≤ NG(T̃) for some maximal torus T̃ of G (recall that g is a
regular element of G).

Consider the group CG(K)(g)[`] generated by all elements of order ` in CG(K)(g).
Clearly, CA[`](g) ≤ CG(K)(g)[`]. Consider three separate cases.

Case 1. Suppose that CG(K)(g)[`] = 〈g〉.
Then CA[`](g) = CG(K)(g)[`] = 〈g〉. Since CA[`](g) = 〈g〉 and A is abelian,

we have A[`] = CA[`](g). Therefore 〈g〉 = A[`] is an Hp`-invariant subgroup.
Recall that [g, x] = u ∈ H is unipotent. Hence there exists a unipotent element
v ∈ Hp`. We have

vgv−1 = gr, 1 < r < `

(indeed, g is regular and therefore r 6= 1, otherwise g would commute with a
unipotent element). Hence gr−1 = [v, g] ∈ [H,H] and therefore g ∈ [H, H]. On
the other hand, the generators of the solvable group H = 〈g, xgx−1〉 are not in
[H, H], so g /∈ [H, H], which is a contradiction.
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Case 2. Suppose that 〈g〉 × 〈a〉 ≤ CG(K)(g)[`] for some a ∈ T̃(K).

Let L(G) and L(T̃) be the Lie algebras of G and T̃, respectively. Then we
have a subgroup of type ` × ` in T̃ which acts by conjugation on the linear
space L = L(G)/L(T̃) defined over a field of characteristic p. Since q and ` are
coprime, by Maschke’s theorem this action is diagonalizable. This implies that
there exists b ∈ 〈a〉 × 〈g〉 stabilizing a nonzero vector from L. Then CG(b) is
a K-defined reductive subgroup of G of nonzero semisimple rank because the
Lie algebra of CG(b) is not equal to the Cartan subalgebra L(T̃) (see [11, 1.14]).
The identity component C0

G(b) is also defined over K [37, 12.1.1]. Since K is a
finite field, there exists a K-defined Borel subgroup of C0

G(b). Hence the group
C0
G(b)(K) is not a torus (see the proof of Lemma 5.7). Further,

g ∈ T̃(K) ≤ C0
G(b)(K) � G(K).

Note that g does not commute with unipotent elements of C0
G(b)(K). Then

there exists a subgroup M ≤ C0
G(b)(K), which is a Chevalley group over some

finite extension of K, such that g normalizes M but does not centralize it
and [M,M ]/Z(M) is a finite group of Lie type. There exists m ∈ M such
that m ∈ M/Z(M) induces a diagonal automorphism of [M,M ]/Z(M) and
g ∈ 〈m, [M, M ]/Z(M)〉. The group 〈m, [M, M ]/Z(M)〉 does not satisfy (NS)
but |[M, M ]/Z(M)| < |L|. This is a contradiction with (MC).

Case 3. Suppose that 〈g〉 × 〈a〉 ≤ CG(K)(g)[`] for some a /∈ T̃(K).

We have aga−1 = g in G, and thus a ∈ CG(g) ≤ NG(T̃). As a /∈ T̃(K), we
have a ∈ NG(T̃) \ T̃. Let g, a, T be preimages in G of g, a, T̃, respectively. Since
G/Z(G) = G, we have

aga−1 = gc (5.2)

for some c ∈ Z(G). Note that CG(g) = T because g is regular in G and G′ is
simply connected. Since a ∈ NG(T̃) \ T̃, we have c 6= 1.

Lemma 5.8. Equality (5.2) cannot hold except possibly for the cases G′ = SL`

or G′ = SU`(q).

Proof. As a is a preimage of a and a` = 1, we have a` ∈ Z(G). Hence c` = 1.
Thus ` is the order of c (recall that c 6= 1). Note that ` divides the order of
Z(G′) because c = [a, g] ∈ Z(G′). Since ` is a prime ≥ 5, we have G′ = SLn or
SUn(q) for some n.

Now we may assume G = GLn or G = Un(q) (Lemma 5.4).
Choose a preimage g of g of `-power order, say, `s. We have g` ∈ Z(G(K)).

We have G(K) = GLn(K). Note that g is a regular element in GLn(K). There-
fore n ≤ ` because all eigenvalues of g are different and are of the form ε`sεm

`

where ε`s and ε` stand for fixed roots of unity of degrees `s and `, respectively.
Suppose that n < `. Then the Weyl group W (GLn) has no elements of or-
der `. The element a is of order ` and, according to the hypothesis of Case 3,
belongs to NG(T̃)\ T̃. Since every element of NG(T)/T coincides with some ele-
ment of W (GLn) [11, Proposition 3.3.6], we have a /∈ NG(T) \ T, and therefore
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a /∈ NG(T̃) \ T̃, which is a contradiction with the choice of a. Hence G′ = SL`

or G′ = SU`(q).

Lemma 5.9. The case G′ = SL` cannot occur.

Proof. We have g` ∈ Z(GL`(K)). As in the previous lemma, we may assume
that g`s

= 1 for some s. Thus εs = `s√
1 /∈ K since otherwise g would be a

split semisimple element of G which would contradict Lemma 5.5. On the other
hand, εs−1 = `s−1√

1 ∈ K since g` = diag(εs−1, εs−1, . . . , εs−1). Let ε be an `th

root of unity. In GL`(K) one can represent g by a diagonal matrix of the form
diag(εsε, εsε

2, . . . , εsε
`). Clearly, det(g) = εs−1 and the characteristic polynomial

of g is x` + (−1)`εs−1. The matrix diag(εsε, εsε
2, . . . , εsε

`) is conjugate over K
to its companion matrix

m =




0 1 0 0 0 · · · 0
0 0 1 0 0 · · · 0
· · ·
0 0 0 0 0 · · · 1

εs−1 0 0 0 0 · · · 0



∈ GL`(K).

Since g and m have the same characteristic polynomial and g is a semisimple
matrix, we have

g = ymy−1

for some y ∈ GL`(K). Further, y = y1d where y1 ∈ SL`(K) and d is a diagonal
matrix. Hence g1 = y−1

1 gy1 is a monomial matrix corresponding to an `-cycle
in W (GL`). Let now g1 be the image of g1 in PGLn(K) = G(K). The element
g1 is conjugate to g by an element of PSLn(K) = L. Then we may assume
g1 = g. Let M be the image in PGLn(K) of all monomial matrices of GLn(K).
Then there exists a natural epimorphism φ : M → S`. We have φ(g) ∈ S`. Since
S` satisfies condition (NS), so does M . Then there exists m ∈ M such that
〈g,mgm−1〉 is not solvable which is a contradiction with the choice of g.

Lemma 5.10. The case G′ = SU`(q) cannot occur.

Proof. The same arguments as in the previous lemma imply that the element
g ∈ U`(q)(K) ≤ GL`(K) is conjugate in GL`(K) to the matrix

m =




0 1 0 0 0 · · · 0
0 0 1 0 0 · · · 0
· · ·
0 0 0 0 0 · · · 1

εs−1 0 0 0 0 · · · 0



∈ U`(q)(K) = G(K)

for some εs−1 ∈ `s−1√
1 ∈ E = Fq2 such that εs−1ε

q
s−1 = 1. Then the elements g

and m are conjugate by an element of the group U`(q)(K) [11, Proposition 3.7.3].
Note that U`(q)(K) = U`(E) is the group of unitary matrices in GL`(E)

where E = Fq2 , i.e., the matrices satisfying the condition (Ã−1)t = A where Ã
is the matrix obtained from A by replacing all the entries αij with αq

ij .
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Let DU`(E) be the set of diagonal unitary matrices over E, and let W` ≤
GLn(K) be the group of monomial matrices with nonzero entries equal to 1.
Then

m ∈ DU`(E)W` ≤ U`(E).

Further, it is easy to see that U`(E) = DU`(E)SU`(E). Since g and m are
conjugate by an element of U`(q)(K) = U`(E), the element g is conjugate
by some element of the group SU`(E) to some m′ ∈ DU`(E)W`. Thus we
may assume g = m′ ∈ DU`(E)W`. Moreover, the image of g in the quotient
DU`(E)W`/DU`(E) ∼= W`

∼= S` is not trivial. Hence, as in the previous lemma,
we have a contradiction with the choice of g.

Theorem 5.1 is proved.

6. Case 2F4

In order to complete the proof of Theorem 2.1, it remains to consider the
case of groups of type 2F4(q2).

Theorem 6.1. Let L be a group of type 2F4(q2), and L ≤ G ≤ AutL. Then G
satisfies (NS).

Proof. The case 2F4(2) is settled by straightforward MAGMA computations, so
assume q2 > 2.

Let g ∈ G. If g is a field automorphism of L, then it normalizes but does not
centralize a group of rank 1, and we can use Theorem 4.2.

Thus we assume that g induces an inner-diagonal automorphism of L. Note
that every inner-diagonal automorphism is an inner automorphism in the case
L = 2F4(q2). Hence g ∈ L. Further, one can define Borel and parabolic
subgroups in 2F4(q2) (see [11]) because 2F4(q2) has a BN -pair. One can also
represent L in the form G(F2)F where G is the algebraic group of type F4 defined
over F2 and F is the Frobenius map corresponding to the group 2F4(q2). We can
define “tori” of L as groups of F -invariant elements of F -stable tori in G(F2).
Denote by T the group of F -invariant elements of an F -stable quasisplit torus.
If g ∈ T , then g normalizes but does not centralize a subgroup of L which is a
simple group of Lie type of rank one, and we can use Theorem 4.2. We can also
use Theorem 4.2 in the case when g belongs to a parabolic subgroup of L (see
the proof of Lemma 5.5). If g does not belong to any proper parabolic subgroup
P ≤ G, then the order of CL(g) is odd [11, 6.4.5], and therefore (see [24]) we
can write every semisismple element s (up to conjugacy) in the form [g, x] with
x ∈ L.

Among maximal tori of L one can find two tori T1, T2 satisfying the following
conditions [35]:

(1) T1 and T2 are cyclic groups;
(2) yT1y

−1 ∩ T2 = 1 for every y ∈ L;
(3) NL(Ti), i = 1, 2, is the only maximal subgroup of L containing Ti;
(4) the only prime divisors of | NL(Ti)/Ti | are 2 and 3.
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In the notation of [35], one can take T1 = T10 and T2 = T11. These groups
are cyclic, and their orders are N− = q4 − √

2q3 + q2 − √
2q + 1 and N+ =

q4 +
√

2q3 + q2 +
√

2q + 1, respectively. It is easy to check condition (2) by
showing that N+ and N− are coprime (one can see that looking at their sum
and difference).

By (2), we may assume that g does not belong to a torus conjugate to one
of those T1, T2, say, to T1, but [g, x] is a generator of T1. Since ord g = ` > 3,
condition (4) implies that g /∈ NL(T1). We have T1 ≤ H = 〈g, xgx−1〉 �
NL(Ti). By [35], we get H = L, and we have property (NS) for the group
L.

Acknowledgements. Gordeev was supported in part by RFBR grant N-08-01-
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[26] R. Guralnick, B. Kunyavskĭı, E. Plotkin, A. Shalev, Thompson-like char-
acterization of radicals in groups and Lie algebras, J. Algebra 300 (2006)
363–375.

[27] R. Guralnick, E. Plotkin, A. Shalev, Burnside-type problems reated to
solvability, Internat. J. Algebra and Computation 17 (2007) 1033–1048.

[28] R. M. Guralnick, J. Saxl, Generation of finite almost simple groups by
conjugates, J. Algebra 268 (2003) 519–571.

[29] J. E. Humphreys, Linear Algebraic Groups, Springer-Verlag, Berlin–
Heidelberg–New York, 1981.

[30] J. E. Humphreys, Modular Representations of Finite Groups of Lie Type,
London Math. Soc. Lecture Note Ser. 326, Cambridge Univ. Press, 2005.

[31] P. Kleidman, The subgroup structure of some finite simple groups, Ph.D.
thesis, Univ. of Cambridge, 1987.

[32] P. Kleidman, The maximal subgroups of the Chevalley groups G2(q) with
q odd, the Ree groups 2G2(q), and their automorphism groups, J. Algebra
117 (1988) 30–71.

[33] R. Lawther, M. W. Liebeck, G. Seitz, Fixed point ratios in actions of finite
exceptional groups of Lie type, Pacific J. Math. 205 (2002) 393–464.

[34] V. M. Levchuk, Ya. N. Nuzhin, Structure of Ree groups, Algebra i Logika
24 (1985), no. 1, 26–41; English transl. in Algebra and Logic 24 (1985),
no. 1, 16–26.

[35] G. Malle, The maximal subgroups of 2F4(q2), J. Algebra 139 (1991) 52–69.

[36] D. J. S. Robinson, A Course in the Theory of Groups, Springer-Verlag,
New York, 1995.

[37] T. A. Springer, Linear Algebraic Groups, 2nd ed., Progress in Math. 9,
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