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Abstract We study random knots and links in R? using the Petaluma model, which
is based on the petal projections developed in [2]. In this model we obtain a formula
for the limiting distribution of the linking number of a random two-component link.
We also obtain formulas for the expectations and the higher moments of the Casson
invariant and the order-3 knot invariant v3. These are the first precise formulas given
for the distributions and higher moments of invariants in any model for random knots
or links. We also use numerical computation to compare these to other random knot
and link models, such as those based on grid diagrams.
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1 Introduction

In this paper we study the distribution of finite type invariants of random knots and
links. Our purpose is to investigate properties of typical knots, avoiding biases caused
by focusing attention on a limited set of commonly studied examples. While tables of
knots with up to 16 crossings have been compiled [19], and much is understood about
infinite classes of knots, such as torus and alternating knots, we suspect that our view
of the collection of all knots is distorted by the choices that simplicity and availability
have given us. We have little knowledge of the distribution of knot invariants such
as the Jones polynomial, or the linking number, among highly complicated knots and
links. Studying a model of random knots allows us to probe for typical behavior beyond
the familiar classes. As we elaborate below, the spectacular success of the probabilistic
method in combinatorics makes us hopeful that it has much to offer in topology as well.

A variety of models for random knots and links have been studied by physicists
and biologists, as well as mathematicians. Common models are based on random
4-valent planar graphs with randomly assigned crossings, random diagrams on the
integer grid in R2, Gaussian random polygons [5,10,30], and random walks on lattices
in R3 [34,36]. While many interesting numerical studies have been performed, and
interesting results obtained in these models, there have been few rigorous derivations
of associated statistical measures.

In this paper we study a model of random knots and links called the Petaluma model,
based on the representation of knots and links as petal diagrams that was introduced
by Adams and studied in [2]. The Petaluma model has the advantage of being both
universal, in that it represents all knots and links, and combinatorially simple, so that
knots have simple descriptions in terms of a single permutation. We obtain here what
appears to be the first precise formulas in any random model for the distributions of
knot and link invariants.

We first derive a formula for the limiting distribution of the linking number of a
random two component link. This is shown to have an unexpected connection to a
distribution previously studied by physicists in another context. As it turns out, the
distribution of the linking number is identical to that of the signed area enclosed by a
random path on the integer lattice in the plane. This has a physical interpretation as
the flux of a vector field through a random planar curve. We develop a variation of the
approach of Mingo and Nica to a closely related problem on signed area [32], in order
to analyze this model and to obtain the linking number distribution.

We then study the distributions of the two simplest knot invariants of finite type,
namely the order-2 Casson invariant ¢, and the order-3 invariant v3, associated to
the Jones polynomial. We are able to find expressions for the expectation, variance
and higher moments of these two invariants. We present these results after describing
our model for random knots and links and reviewing the construction of finite-type
invariants.
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Fig. 1 A petal diagram with 9
petals and associated
permutation
0,6,8,4,1,5,3,7,2)

1.1 Knots and Petal Diagrams

A knot is a simple closed curve in R3, up to equivalence generated by an isotopy of
RR3 [3], while a link is a disjoint union of simple closed curves, with the same equiv-
alence. The curves can be taken to be either smooth or piecewise-linear (polygonal).
Knots and links are commonly represented by diagrams, which are projections of a
knot or link to the plane in which a finite number of points have two preimages, and
each such crossing point is marked to indicate which point lies above the other in R.
A diagram suffices to recover a knot or link up to an isotopy of R3.

Adams et al. showed that an embedding of a knot or link in R can be chosen so
that its projection has a single crossing, though the multiplicity with which the knot
projects to this crossing is now allowed to be larger than two [2]. Furthermore, in the
case of knots, the projected arcs can be arranged so that they trace out a rose-like curve.
A petal diagram is a planar curve, comprised of 2n + 1 straight segments crossing
at a single point, and arcs connecting consecutive pairs of segment tips. This creates
2n + 1 loops with disjoint interiors, called petals. Figure 1 shows a petal diagram with
9 petals.

Along with its projection, a petal diagram comes with information on how to con-
struct a knot in R? that projects to the diagram. The additional information specifies
the height of the arcs passing above the single crossing. The ordering of these heights
is specified by a permutation 7 € Sz,41, with 7 (i) giving the knot’s height as it
passes over the center for the ith time. This representation is universal, so that all
knots are realized by some petal diagram [2, Theorem 1]. Each permutation deter-
mines a knot, and in the Petaluma model we define a random knot K7, 4+1(7r) to be
a knot with a 2n + 1 petal diagram and permutation 7 € S+, drawn uniformly at
random.

This construction extends to links. A two-component petal diagram consists of two
planar curves, each of which transversely passes 2n times through a single point, as
shown in Fig. 2 for n = 3. Note that this diagram is not composed of two standard
petal diagrams, as its restriction to each component is a pre-petal diagram [2], with
one big loop whose interior contains the other loops. However, the transition between
pre-petal and petal diagrams is immediate, and this diagram is the closest to a petal
diagram that one can get for links having more than one component.
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Fig.2 A two-component petal
diagram with 12 petals

As with a knot, a two-component link is uniquely determined by a permutation
7w € S4y. The strands of the first component pass above the crossing at heights
(1), ..., (2n) and the strands of the second at heights 7 (2n + 1), ..., 7 (4n). This
gives a universal model for two-component links [2, Theorem 2], and the Petaluma
model for a random two-component link Ly, (77), is obtained by drawing 7 uniformly
at random from S4,. This model can be adjusted to allow for unequal numbers of
petals in the two components, or a higher number of components.

In one of its key properties, the Petaluma model differs from other models of random
knots such as closed random walks in R>. The typical step length in the Petaluma
model is of the same order as the diameter of the whole knot. Models which take
substantially shorter steps tend to create small local entanglement which significantly
affect the nature of the generated knots.

A knot invariant associates to a curve a quantity, such as areal number, a polynomial,
or a group, that depends only on the knot type of the curve. Many invariants have been
introduced to help in understanding the structure of knots, including the knot group,
knot polynomials, the knot genus, the bridge number and the crossing number. Link
invariants are similarly defined.

An important class of knot and link invariants, called finite type invariants, were
introduced by Vassiliev [37], and have since been extensively studied [11]. Many knot
invariants are finite type, including the coefficients of the Conway and of the modified
Jones polynomials. The first two non-trivial finite type knot invariants, c2(K) and
v3(K) are determined by coefficients of these polynomials. Two-component links
admit a non-trivial order-1 invariant, the linking number /k(L). A description of finite
type invariants appears at the start of Sect. 2.

1.2 Results

We study the behavior of finite type invariants of knots and links in the Petaluma
model. We view a knot invariant as a random variable on the set of all diagrams with
2n + 1 petals, and ask for its distribution and for its asymptotic growth as n — oo.
Recall that the kth moment of a random variable X is the expected value E[X K.
The moments of an invariant give a concrete indication of its value on a randomly
sampled knot or link. To understand the distribution of an invariant as n — 0o we
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must determine how to normalize it as n grows. The following theorems determine
the order of growth of the finite type invariants lk, ¢, and v3.

Theorem 1 E[(lk(L4n))k] is a polynomial in n of degree < k.
Theorem 2 E[(CQ(K2n+1))k] is a polynomial in n of degree 2k.
Theorem 3 E[(vg(Kan))k] is a polynomial in n of degree < 3k.

Remark In Theorems 1 and 3 there is equality for k even, while the odd moments
are 0.

We also determine the leading term of the E [cé] polynomial. This yields the

limits of the moments of the normalized invariant ¢,/ n?. For k = 1,2,3 we find
n—oo

E[ck/n*] —= 1/24,7/960, and 5119/2419200 respectively. Similarly we obtain

n—o0

the limiting variance £ [v% /n®] —= 4649/2721600.

In the case of the linking number of two-component links, we can do more. We
exactly describe the limiting distribution of the properly normalized first order invariant
lk(Lgn)/n asn — oo.

Theorem 4 The limiting probability distribution of the normalized linking number
lk(Lan)/4n is given by

lk(L4n) n—00 B i tanh(278) — tanh(27 o)
Pla < < B 5 dx = .
o« cosh”(2mx) 2

n

Theorem 4 resolves a difficulty that was encountered in the uniform random polygon
model [5]. In fact, it gives the first explicit description of the asymptotic probability
distribution for any knot or link invariant. Our proof of Theorems 1 and 4 is an
adaptation and simplification of Mingo and Nica’s study of the area enclosed by a
random curve [32].

Theorem 2 shows that c; (K2, 1) typically grows as n2, while Theorem 3 show
that v3(K2,41) grows as n3. In combination with Theorem 4, these results naturally
suggest the following conjecture:

Conjecture 5 Let vy, be a knot invariant of orderm > 0. Then vy, (Kop+1)/n™ weakly
converges to a limit distribution as n — oo.

In Sect. 3 we discuss computational evidence for the existence of a limit dis-
tribution for c2/n2. It is illustrative to note the extremely atypical behavior of the
above-mentioned torus knots. Whereas c; is typically quadratic, it is of order n* for
(n, n + 1) torus knots.

Remark By considering the blackboard framing of petal diagrams we obtain a univer-
sal model of framed knots [11, p. 17]. This allows us to analyze finite type invariants
of random framed knots, e.g., the writhe [11, p. 6]. This analysis can be carried out
using methods similar to those employed for knots. We will not discuss the framed
case in this paper.
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1.3 The Probabilistic Method

The analysis of knot invariants in this paper is part of a project to apply the probabilistic
method in topology. This methodology begins by defining a probability distribution
on the objects of study. Parameters and invariants of interest then become random
variables on this probability space. Tools of probability theory are then applied to
investigate the distribution of these random variables.

This general approach has yielded unexpected results in graph theory and many
other areas. It has often provided existence proofs of objects with unexpected proper-
ties, such as expander graphs, or graphs of arbitrarily high girth and chromatic number.
Inmany cases, such as for lower bounds for Ramsey numbers, finding matching explicit
constructions remains open.

In view of the great success of this paradigm in discrete mathematics, it is natural
to consider its application to the study of random geometric objects. In this direction,
the probabilistic method has played a major role in the theory of normed spaces for
some time [31]. More recently there have been interesting attempts to study random
simplicial complexes [25], random 3-manifolds [13,23,26-28] and more. Our focus
here is to bring this approach to random knots and links, and to associated knot and
link invariants.

1.4 Model Dependence

The random knots and links investigated in this paper are based on the Petaluma model,
which determines a knot or link from a petal diagram and a permutation. It is important
to consider to what extent our results are model dependent, and to investigate what
might happen if we switch to a different model.

To test the extent of model dependency of our statistics, we ran numerical studies
on the distribution of the ¢, and v3 invariants in a second random model, the grid
model, discussed in Sect. 3. Our numerical experiments yield a distribution for ¢; in
the grid model. This distribution shares many features with the distribution obtained
for the Petaluma model. We also derive some statistical measures in the star model, a
related model introduced in Sect. 3. The similarities between these three models are
discussed in Sect. 3. We note for example that in both the Petaluma and grid models
the Casson invariant of a random knot appears to be positive more often than negative,
at roughly a 3 : 1 ratio.

It remains unclear how the choice of a random model determines the statistics of a
knot and link invariant, and whether universality principles apply across a wide range
of models.

1.5 Plan

In Sects. 2, 3, and 4, we investigate invariants of order 1, 2, and 3, respectively, in the
random model: the linking number in Sect. 2, the Casson invariant ¢ in Sect. 3, and
v3 in Sect. 4. At the end of Sect. 3, we present some calculations of ¢ moments and
numerical results, and discuss their relations to other models.
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2 The Linking Number of a Random 2-Component Link

Before describing the linking number, we provide some general background on finite
type invariants, an important family of knot and link invariants that includes the linking
number.

2.1 Finite Type Invariants

Finite type invariants were introduced by Vassiliev [37] and have been the subject of
intensive study. These invariants are convenient to define via their extension to the
more general context of singular knots and links, as we describe below.

A singular knot is a smooth map of the circle S' to R with finitely many double
points of transversal self intersection. This is considered up to isotopy that preserves
the double points. The more general definition of a singular link is similar. A double
point p on a singular link L can be resolved in two different ways, by locally pushing
one of the strands in one direction or in the other. Locally, these resolutions come
in two distinct well-defined forms: positive "<, and negative . For such a double
point p, we denote the resulting links by L;,r and L, each having one less singularity
than L.

Every link invariant is extended to singular links via the recursion v(L) = v(Lj;) —
v(L). The value of v on a singular link with m double points is thus a signed sum of
its value on 2" non-singular links. A knot (or link) invariant is of finite type, or finite
order m, if it vanishes on all singular knots (or links) with m + 1 double points.

The first non-trivial finite type knot invariant is the Casson invariant c;(K), the
second coefficient of the Conway polynomial [6,20]. It is an invariant of order 2. See
Sect. 3 for a constructive definition. The next independent invariant, of order 3, is
determined by the third coefficient of the modified Jones polynomial, to be discussed
in Sect. 4. In order 4 there are already three new invariants. Vassiliev’s conjecture
states that finite type invariants distinguish knots. For more details see [11].

2.2 The Linking Number

A well-known invariant of two-component oriented links, the linking number /k(L),
is an invariant of order 1. The linking number counts the number of times that one
component winds around the other, a number that is symmetric in the two components.
It is defined here via link diagrams. Recall that a link diagram is a projection of the
link to a plane, that is one-to-one except for a finite number of double-points where
two strands cross each other transversely. At each such crossing point it records which
strand is upper and which is lower in the original link. A crossing is positive or negative
according to the orientation of the upper and lower strands as an ordered basis of the
plane.

The linking number of a two-component link L can be computed from its link
diagram as follows. Pick arbitrarily one of the components, and consider the crossings
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where it passes over the other one. The linking number is the sum of the signs of these
crossings. Schematically, if the two components are colored gray and black,

k(L) = #'\\ —#/7‘.

Example 6 [k( Q) = 1, as there is one relevant crossing, and it is positive.

Consider a random link L4, obtained from a random permutation 7 € Sy, via a
two-component petal diagram, as in Fig. 2. The 4n strands pass at the center at 4n
different heights, where strand i passes above strand j if 7 (i) > 7 (j).

The strands are numbered according to the following rule. Choose two base points
on the large external loop of each component, say, at the two uppermost points of the
diagram. Start travelling from the upper right base point along the entire component,
then take a similar trip throughout the other component. The strands are numbered
from 1 to 4n according to the order they are visited in this scan. The heights occurring
in the two components are thus given by

X={r():1<i<2n), ¥Y={x@():2n+1<j<dn).

Note that the two components go alternatingly back and forth along two orthogonal
axes. We thus define a function that records the direction S of the strand at each
height x,

Sy = (=)™ @, 1< x<dn.

For example, if the strand at height x € X is directed SW to NE (), then S(x) = 1.
Likewise, S(y) = 1 for a strand at height y € Y with direction SE to NW (X\). In our
model, Ly4,, S, X, and Y are all random variables, i.e. functions of 7.

A slight perturbation of L4, near the center yields a link diagram with (42") simple
crossings, of which (2n)? involve both components. Ifx > yforstrandsx € X,y € Y,
the sign of the corresponding crossing is S(x)S(y). We thus obtain the following
formula for the linking number

K(Ly) = €8, X.7) = 3 3 {g(x)sm, x>y, "

else.
xeX yeY ’

This expression involves only the variables S, X, and Y with no direct reference to .
Indeed the mapping 7 — (S, X, Y) is many-to-one. The linking number as given by
this formula depends only on the partition of [4n] = {1, ..., 4n} into the four parts of
size n each,

Xt =xns ), X =xnS'(=1),
Yt =yns'q), y"=vyns (1.

The (4n)! possible choices of 7 split into (n j’; n) equal-sized subclasses, where the

permutations in the same class yield the same linking number.

@ Springer



282 Discrete Comput Geom (2016) 56:274-314

2.3 The Random Area Problem

The sum in (x) has an interesting interpretation. We associate with the link Ly, a
random walk y = y4, : {0, ..., 4n} — 72 on the grid. The walk starts at the origin
y(0) = (0, 0), and makes 4n steps related to the 4n strands at the center of Ly,’s
two-component petal diagram. Each step is determined by the direction of a strand in
the diagram — up, down, right, or left, where the strands are considered by their height
at the crossing, from below to above.

(5(1),0) ifreX,

v =yi=b+ [(o, S@t)  ifrey.

This walk is balanced. It takes n steps in each of the four directions, and returns to
the origin at t = 4n. Note that L4, induces a uniform probability distribution on the
(n”i’; ’n) different walks. Connecting every two consecutive lattice points that y visits
determines a polygonal path in the xy-plane.

The algebraic area A(y) enclosed by a closed grid walk, is the sum of y’s winding
numbers around all grid squares. For example, if y is self-avoiding and oriented
counterclockwise, it coincides with the regular notion of area enclosed by a curve.
In general, it can be computed by a “discrete Green’s theorem”. A horizontal step
at time ¢ contributes £1 to each square in the column between the horizontal edge

(y(t — 1), y(¢)) and the x-axis. This yields

4n
Ay) = ]f (=ndx = 3 (1) - (1 (0) =yt = 1)
Y

t=1

= _Z Z S(y) S(x) = —£(S,X,Y).

xeX yeY,x>y

The distribution of the algebraic area is clearly symmetric around 0, as seen by reflect-
ing y around the x-axis. Thus the minus sign can be ignored and the equality of
distributions lk(L4,) and A(ys,) follows for every n.

An imbalanced case of this problem appears in the literature. Let Iy be a uniformly
chosen closed N-step random walk in 72 with L, r, u,d steps to the left, right, up and
down, respectively. Clearly, N =1 +r +u +d is even, sincel = r and u = d. In the
imbalanced case we do not demand that all four are equal. The asymptotic distribution
of A(I"y) is known to be

[ A(Ty) } Nooo [P T tanh(278) — tanh(27 )
Pla < < B / 5 dx = .
« cosh“(2mx) 2

This beautiful formula was established by three different approaches: by compari-

son to Brownian motion in the plane [14,22,24], through the Harper Equation [7,18],
and via the method of moments [32].
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Fig.3 Distribution of /k(Ly;) in 100, 000 randomly sampled links with n = 64, compared to the predicted
1/ cosh? limit distribution

An imbalanced random 4n-step closed walk, with high probability, takes n £ o(n)
steps in each direction. Therefore it seems plausible that A(T'4,)/4n and A(ys,)/4n
weakly converge to the same limit as n — 00, as stated in Theorem 4. In our proof,
however, we do not take this route, but rather adopt the approach of Mingo and
Nica [32] and prove this from scratch. Some of our new ideas will be used later
on when we investigate higher-order invariants.

An interesting consequence of Theorem 4 is that a random link is almost surely
non-trivial, since the probability that the linking number vanishes tends to zero. In fact,
numerical simulations (Fig. 3) suggest even a local limit distribution law for [k (La4;,).

We note also that Theorem 4 can be extended to the case of imbalanced random
links, with 2p and 2g loops in the two-component petal diagram. Replacing n by
/P4, one obtains the same limit distribution for p, g — oo. The case of I'y then
corresponds to the case where p is also random with binomial distribution B(N /2, 1/2)
and p+q = N/2.

As observed in [29] and [33], for given #n, the distribution of L4, can be computed
in polynomial time. To this end we define the functional A(y) = — || v ydx on every
planar walk. For y closed this is the signed area. Let Z; ;. ,, 4 (A) be the number of walks
y with [, r, u, d steps in the four directions, and A(y) = A. Clearly Zpogp(0) = 1 and
Zoooo(A) = 0 for A # 0. The recurrence relation is

ZiyudA) = Zi1uad(A+u—d)+Z;, 1uqd(A—u+d)
+Zl,r,u—1,d(A) + Zl,r,u,d—l(A)-

In particular, we can compute P[lk(L4,) = k] = Zpunn (k)/( 4n )

n,n,n,n
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2.4 Proof of Theorems 1 and 4
Recall from (%) that

Ik(Lap) = €(S,X,¥) = > SISy,

xeX,yeY
x>y

where x € X and y € Y and S, X and Y are as above. The main challenge is the
computation of all moments of the random variable £. All odd moments of £(S, X, ¥)
vanish due to the symmetry of £ with respect to flipping S(x) for all x € X. We turn
to evaluate E (¢X) for k even.

The coordinate-wise order among vectors X, y € Z¥ is denoted x > y, i.e., x; > y;
forall 1 <i < k. Forfixed S, X, and Y, the kth power of the linking number is given
by

08, X5 = DT SenSh) D SISk -+ D SRS (%)

X1>Yy1 X2>y2 Xk > Yk
k
= Z Z I[x>y] HS(xi)S(Yi),
xe Xk erk i=1

where Z[condition] := 1 if the condition holds, and else 0.

We split the terms in this sum according to collisions in x and in y, i.e. indices i # j
for which x; = x; or y; = y;. Every x € X* induces a partition of [k] denoted py.
Each part has the form {i : x; = ¢} for some t € X assuming this set is nonempty. So
we first sum over pairs of partitions, £ - [k] and n F [k], and then over vectors x and
y such that px = & and py = 7.

Let& = (&, &, ...} = px for some x € X*. Recall thatas i € &; varies, all x; are
equal. Therefore S induces a sign on each part of py via sx(§;) = S(x;) € {—1, 1}.
We refine the outer summation by fixing sign functions, ¢ : € — +1land§ : n — +£1,
and summing separately over vectors X and y with sx = ¢ and sy = 4.

Let x € X* have px = & and sx = &. The term [[; S(x;) that x contributes to the
sum is expressible in terms of £ and ¢ as

s o) = []e@)™.
§j€é

We can now rewrite

oS, X, V)X

=3 > X X #{xextyer! | 2T nTxoy) s om0

£kl nFLk] efE—>=+1 S:p—+l

Given &, n, €, §, how many pairs of vectors x, y satisfy the conditions in the curly
brackets? Recall that the range {1, ..., 4n} consists of four sets of size n:
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Xt =xns 1), X =xns (=),
yt:=vyns '), vy :=vns 1.

The number of parts in a partition £ is denoted |£|. Note that there are ||+ |n| distinct
elements that appear in x and y. The number of such elements from each of the above
four sets is respectively

o=l '), x7 = e =D)Lyt o= 157N,y =18 =)

sothat x* 4+ x~ = || and y* + y~ = |5|. One can choose x™ distinct values from
X%t in (n),, ways, where (n),, = n(n — 1)(n — 2)--- (n — m + 1). There are thus
(n)x+(n)x—(n)yy(n)y_ pairs of vectors x and y compatible with the partitions & and
n, and with the sign functions ¢ and §.

We now turn to account for the condition x > y. To this end it is convenient to
think of x and y as uniformly picked at random from all the above pairs. The desired
number is then (n) 4 (n)x—(n)y4 (n),— times the probability of the event x > y. This
probability is denoted Pg s [X >y| S, X, Y ] since here S, X and Y are fixed, and
X, y that are compatible with (£, n, ¢, §) are sampled at random. Plugging it into the
sum, we obtain

€S, X, V)
= D D D Paeslx >y IS X, YT (g () ()4 (1), - 5(E, ) 5, 8).

Enklk] e€&—=£1 dnp—=£l

To compute the kth moment of ¢, we average this over all S, X and Y. Note that S,
X and Y appear only in the factor Pges [x >y|S, X, Y]. Therefore, by linearity of
the expectation, it is sufficient to compute it for each such factor.

A priori, this would require a summation of (n,,f":l ) different probabilities. How-
ever, we can view x and y as random variables in a combined probability space, where
one first uniformly picks S, X, and Y, and thenx € X K and yevy k that are compatible

with (€, n, €, §). By the law of total probability,

Eg x y[Pepes[x >y | S, X, Y]] = Pryes[x >y,

where Pz j¢5[X > y] is the probability in the combined probability space.

Note that the event (x > y) = ﬂ{‘: 1 (xi > y;) only depends on the order relation
among the |&| + |n| values in the range {1, ..., 4n}, that occur as entries in X and y.
These can be encoded by a one-to-one function

o:éun—A{1,..., 1+ nl}

such that the correspondence that sends x; to o (§;) where i € &;, and y; to o (1))
where i € 1}, is order-preserving. For example, the condition x; > y; takes the form
o (&) > o(n;) where i, j are suchthat 1 € § Nn;.
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Since we are sampling uniformly, each of the (|¢]| + |n])! choices for o is equally
likely in the combined probability space, and the probability Ps;es[x > y] is

_HorGun o fl,... I8+ nl} | If & Nnj # D theno () > o)}
' &1+ InD! '

P, n)

In conclusion, the kth moment of the linking number is

E[lk(Lay)"]
= D> PEN D M sE ) D, ()yr(n)y_-s(,8).
&.n k] e+l Sl

Our calculations thus far show that the kth moment is a polynomial in n of degree at
most 2k, since deg,[(n) 4 (n)x—] = |§] < k and deg,[(n)y4+(n)y—] = In| < k. The
following lemma reduces the degree down to k.

Lemma 7 Let £ + [k] where k is even, and for e : & — £1 denote xT = |e 71 (£1)|
and s (€, &) = [ &)l Then

I31S3
-1\ nooo |0, max; |&] > 3,
(E) Egﬂ(n)mnn_ s(E,€) [(_1)@!(”@) e

where u(§) := #{j : |§;| = 1} and as usual 2r — D!!' = 2r — DHQ2r —3)---1 =
@r)/2"r.

Proof We use two standard combinatorial identities about sums.

1. For non-negative integers n, a, b,

a+b

r(b)r
Watyy = > DO

r!
r=0

Both sides count pairs of words in the alphabet [r] the first having a distinct letters
and the second having b distinct letters. The right hand side splits the summation
according to the number r of letters that appear in both words. Since (a), = 0 for
r > a, the sum is in fact only up to » = min(a, b).

2. For I C{l,...,t} wedefine x(I) : {£1}) — Rby x(I)(e1,..., &) = [l;cs &i-
The functions { x (1) | I {1, ..., t}} constitute an orthogonal basis of the linear
space W, of functions {1}’ — R. Namely,

XD, x(Dy=D x(HExU)e) = 281

ee{£1)

This is, in fact, the Fourier basis of W, with respect to the group Z5. To verify
these relations note that > x (/)(¢) = 0for I # @, and x () x(J) = x(UAJ).
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We now turn to prove the statement of the lemma. By the above identity,

€]

(n)g)- _
D M5 =D 0 S (xF), (), s ).
s:E—=+1 r=0 ’ s:E—=1
Lett = |&|,and J = {j : |§]isodd} € {1,...,}. Writing x* in terms of ¢, the

above expression takes the form

t

. 1< B
R e
Jj=1

r=0 ’ s:E—=+1 j=1 jeJ

The sum over € can be viewed as the inner product (-, x (J)) in W;. Expanding the prod-
uct of the 2r factors in (x*) (x7) , we obtain a linear combination of {x (I)}|7)<2r-

Note that | J| is always even since k is. Note also that |J| > 2t — k with equality if
and only if all parts of £ are of size 1 or 2. The analysis splits into several cases:

o If r < |J|/2 then there are no products of |J| different £(§;)’s in the expansion,
so that it is orthogonal to x (J), and such r can be ignored.

o Ifr > |J|/2then k/2 > t — r and so (n),—, = o(n*/?). Such r also contribute
zero to the limit in the lemma.

o If r = |J|/2 and max; |§;| > 3, so that |[J| > 2t — k strictly, then the term is
similarly o(n*/?). This implies the lemma in the first case, where the limit is 0.

o Intheremaining case |§;| < 2forall j,andr = |J|/2 = t—k/2. By orthogonality
we only have to count the occurrences of x (J) in the expansion on the left. Being a
product of 2r distinct £ (§;)’s, it appears there exactly (2r)! times, with a coefficient
of (—1)" /2% . Since (x (J), x(J)) = 2 this term contributes

(n)t—r/r! -(2r)! - (_l)"/22r ot
= (—l)t—k/Z -Qt—k-D!. 2k/2(nk/2 n O(nk/z_l)),

which proves the second case of the lemma. O

Theorem 1 follows immediately from Lemma 7. We use the lemma to establish
also the limit distribution, and consider

Ag = lim E[(M)k]

n—o00 2n
= > PE - D@ - Diwm) - .
&, k]
1§71, 1mi1<2

Thus I'g, and y4, have the same limit behavior. Indeed the limit of the moment A
is precisely as in [32, pp. 74, Prop. 4.3], and the rest of the proof is a modification of
their argument in pp. 75-85. This involves further simplification of Ay, finding the
moment generating function, and application of the method of moments to obtain the
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limit distribution. It is still useful to review these steps here, since similar arguments
are relevant in our analysis of other invariants below.

For two partitions &, &’ F [k], we write § < &' if & is a refinement of &, i.e., every
part of § is contained in a part of &'. If & is a partition of [k] with parts of size 1 or
2, then there are (u(&) — 1)!! partitions &’ all of whose parts have size 2 with § < &’.
They correspond to all perfect matchings between the singletons in &. Define

YE )= D, (=DEHPE
§<&' =<y’
and rewrite the sum as
A= Y PEm - D ey [ = S ).

§.n Flk] &'\’ Hlk]
1&51,1mi1<2 1871 1n;1=2

Two partitions &', n I [k] define a bipartite intersection graph G (&', n) with sides
& and 5/, where the number of edges between & ]’ and 7, is |& ]’ N n;l, the size of
their intersection. Note that the size of &/ is the degree of the corresponding vertex in
G (&', 1). In our case where |§} [, In}| = 2, the graph is 2-regular, and so it is a disjoint
union of m cycles of even lengths /1, I, ..., I,,. By definition of P (&, ), itis easy to
see that ¥ (&', n") depends only on the intersection graph, and not on the vertex labels.

Here Mingo and Nica derive the exact value of ¥ (&', '), relying on classical work
of D. André on alternating permutations. The same formula will be proved in a more
general context in Lemma 14 below. In this case, it gives

1//(‘5/7 ’7/) = ﬂl]ﬁlz e ﬂlmv

where for even f; = (—1)!/>*1B; /1! and B, is the Ith Bernoulli number [17, p. 1040].
For odd [ we set 8; = 0.

In conclusion, Ay is a sum of such products, going over all pairs of [k]-partitions
whose intersection graph is a disjoint union of even cycles.

We separate the sum according to the number m of cycles in the intersection graph.
In addition to summing v (&', n’) over pairs of partitions, it is convenient to sum over

all m! ways to number the cycles in their intersection graph with {1, ..., m}, and then
divide by m!.
Consider a sequence of m positive even integers /1, [2, . . ., [, such that Zi li =k.

Let G be a bipartite graph consisting of m cycles, where cycle number i has length
;. How many times does G appear in the summation as an intersection graph with
numbered cycles? Every assignment of [£] to the edges of G yields a pair of suitable
partitions corresponding to the two sides of the graph as follows. The parts corre-
sponding to each side of the graph consist of two labels each, which are assigned to
the two edges incident to a vertex on the given side. A priori, there are k! such assign-
ments, but this should be corrected for symmetries. There are [; ways to permute the
assignments of the ith cycle without changing the pairs it contributes to each partition.
In conclusion, G appears in the sum k!/ 1l - - - [, times.
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Thus we express Ax by summation over all ordered decompositions of k into m
even terms:

Akzz Z k!.ﬁllﬂIZ"'ﬂlm.

m!-lily...1
m Ll =k 12---tm
1; >0, even

The corresponding exponential generating function has a nice form

00 A 00 1 m 00 /3]' - 00 ﬁ
L(z) :=Zk—;{zk= Z% H Zﬁzll =exp<lezl).

k=0 m=0"""j=1 ;= =1
By [17, p. 42],
d - — (—D)"*1By, z z
z—log L(2) = 7= M =1 — 2 cot(2),
2z ¢+ ;ﬂ’ mgl @m)! 2 et(3)
which yields
z/2
L(z) = :
@ = e/

The exponential moment generating function £(z), of the limiting moments {A}72 .
is analytic at 0. By the method of moments [8,32, Chap. 8], this means that the limit
distribution of /k(La4,)/2n is uniquely determined by these moments, and obtained
by the inverse Fourier transform, F~' [£(iz)] (t) = m/2cosh®(xt) [17, p. 1120].
Theorem 4 follows. O

3 The Casson Invariant of a Random Knot

We now consider random knots. The Casson invariant c; is the second coefficient of
the Conway polynomial [21, Chap. 3]. On the unknot it vanishes: ¢3(Q)) = 0. The
extension of ¢, to a singular knot with one double point turns out to be the linking
number of the two-component link, obtained by the smoothing operation that replaces
X with = at the singular point. This is enough to determine ¢; for all knots. Indeed,
every knot can be unknotted passing only through a finite number of singular knots
with one double point. The Casson invariant is then the sum of the corresponding
linking numbers, with appropriate signs. The outcome does not depend on the specific
choices of unknotting steps, see, e.g., [6].

This definition leads to a formula for the Casson invariant of a knot given any of its
diagrams [35]. Choose a base point, and travel along the knot. A crossing is descending
if its upper strand is visited before its lower one, and ascending otherwise.
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Dy
P13 po3 3

©)

g jan Po2

Petal diagram Star diagram

Fig.4 Petal to star diagram for w = (0, 3, 1, 4, 2). The circled label attached to a segment gives its height,
while the uncircled ones denote the segments’ numbering

Lemma 8 Given a knot diagram of K with a base point,

c2(K) =D sign(p) - sign(q).

p.q

where the sum is over pairs of crossings (p, q) that are encountered traveling along
K from the base point in the order p, q, p, q with p ascending and q descending.

Proof To prove this formula, flip each ascending crossing point p at its first visit along
the travel. This process terminates when we return to the base point. The resulting knot
diagram is clearly always descending and represents the unknot. How does ¢, change
as we flip p? According to the definition of ¢; on singular knots, the change is & the
linking number of the diagram smoothed at p, at the moment of the p-flip.

As explained in Sect. 2, this linking number is a sum of signs over certain crossing
points. One component of the smoothed link contains the base point and the other does
not. We consider all crossing points ¢ where the latter passes above the former. Since at
the moment of the p-flip all crossings prior to the first visit at p are already descending,
such g must have a lower strand between the second visit at p and the return to the
base point. But such crossings ¢ haven’t been visited yet. They are characterized as
being descending in the original diagram, as stated in the formula. O

Remark This formula is a member of the large class of Gauss diagram formulas,
which involve the numbers of certain configurations of crossings in knot diagrams.
See Sect. 4 for the general definition.

In order to apply Lemma 8 to our random knots, we turn a petal diagram into
an ordinary knot diagram, with only simple crossings. Following Adams et al. [1],
we do so by straightening segments between petal tips, thus obtaining an equivalent
star diagram, as demonstrated in Fig. 4. Note that the horizontal segments are joined
above the vertices of the star by vertical ones, that project to a point in the diagram.
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Fig. 5 Star diagram of some
9-petal knot

We always choose the orientation of the petal and corresponding star diagram as in
Fig. 4. Starting at the same base point as in the petal diagram, we identify the segments
with the integers {0, ..., 2n}. Example 9 goes on with the computation of the Casson
invariant of this knot.

Example 9 We use the diagram in Fig. 4 to compute the Casson invariant for
m = (0,3, 1,4, 2). This means that segments 0, 1, 2, 3, 4 are at heights 0, 3, 1, 4,2
respectively. Denote by pyg the crossing of segment o with segment 8. Note that pop,
Po3, p13 and po4 are ascending and p14 is descending. Traveling around the knot tells
us that the sum in Lemma 8 is over the pairs (po2, p14), (P03, P14), (P13, p14). Since
sign(pg2) = sign(p13) = sign(p14) = +1 and sign(poz) = —1, the Casson invariant
is

2(Ks(m) = (+DEHD + (DEHD + DD = 1
This diagram represents the positive trefoil knot.

Let 7 € Sop41 and K = Ky,41(r). We derive a general expression for ¢3(K)
using K’s star diagram. We first describe the crossings along K and the pairs relevant
to Lemma &, and then sum their contributions.

The underlying curve of the 2n + 1 star diagram is fixed for each n, while the per-
mutation 7 determines only the overcrossing/undercrossing information. In particular,
each segment meets all non-adjacent segments in a fixed order. For example, in Fig. 5
where n = 4, segment 0 crosses segments 6, 4, 2, 7, 5, 3 in this order, regardless of
7. The general ordering is similarly given in the following proposition.
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Proposition 10 A segment o € {0, ..., 2n} in the star diagram meets segments
a—3, a—5, ..., a+4 a+2,

and then
a—2, 0—4, ..., a+5, o+3.

In these two sequences, the segment number decreases by 2 modulo (2n + 1).

We consider pairs of crossings p and g that contribute to ¢. As we traverse the curve
from the base point, the crossings occur successively on segments @ < 8 < y < 8.
By the p, g, p, g condition in Lemma 8, the two crossings are p = pgy, and g = pgs.

If the segments are distinct, so that @ < § < y < &, then this pair of crossings
participates in the ¢, formula whenever p,, is ascending and pgs is descending.
There are also potentially relevant pairs of crossings that lie on a common segment,
e.g. where « = 8 < y < 4. Here p,, must precede pgs in the joint segment o =
in order to satisfy the p, g, p, g condition, and we turn to characterize these pairs.

By Proposition 10, the crossing points
Pax> X 7 o £ 1, lie along the segment «
according to the following order. @
1. x <a, x Z#a mod 2. @

2. x >a, x =0 mod 2.
3. x <o, x =0 mod 2. @
4. x > a, x Za mod 2. @

Inside each part, the segment ordering is ®@ @
decreasing. This is illustrated on the right @ @
for the 21-star diagram with o = 12.

Therefore, if @ = B < y < § and py,, precedes pys then necessarily o meets y in
the second part and § in the fourth. Hence y = o and§ # o mod 2. One may likewise
examine the two cases 8 = y and y = §, and conclude similar parity conditions. We
cannot have more than one equality, since a segment doesn’t cross itself, and two
segments cross at most once. Let

a<B<y<d

a=f<y<§ and a=B=y #5 mod 2
a<f=y<é and a=B=y=35 mod?2
a<f<y=68 and a#B=y =35 mod?2

0:=1{(B,y8€lo,...,2n}"

The pairs that contribute to ¢ as in Lemma 8 are (pqy, pgs) with (o, B, y,8) € Q,
where py,, is ascending and pgs is descending.

For a crossing in a given diagram, the question whether it is descending or ascending
is coupled to the question whether it is positive or negative. For star diagrams, if ¢ < y
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and (o) < 7(y) then the sign of the crossing py, is given by (—1)**”. Similarly,
if 8 < 8 and (B) > 7(8) then sign(pgs) = (—1)#T3+1. By Lemma 8 the Casson
invariant is

e(Knpa(m) = > (=t [T
(@.B.y.0)eQ

where, as before, Z[condition] = 1 if the condition holds, and else O.

3.1 Positive Expectations

As a warm-up to later calculations we evaluate the first moment E[c;]. By linearity,
it is a signed sum of probabilities,

Eley(Koppi (o))l = > (=DtPtvasstp[ma =],
(CH-BRIO)

The probability that 7 (o) < 7 (y) and 7 (8) < 7 (B) forarandom w € S,,4+1 depends
on the quadruple’s type. For terms of the first type, where ¢ < B < y < §, it
involves four distinct entries of 77, a uniformly sampled permutation. Since P[7 () <
w(y)] = P[n(§) < m(B)] = 1/2 independently, the probability of the conjunction
is 1/4. However, if @« = B then the probability of 7(§) < 7w (8) = w(x) < w(y) is
only 1/6, since all six orderings of three entries of 7 are equally likely. Similarly for
y = §. For the case 8 = y, the probability of 7 (x) < w(y) = 7 (B) > w(§) is 1/3,
as a specific one of three entries has to be the highest.

It remains to count with signs the terms of each type. Suppose that the segments
o, B, vy, § are distinct in the range {0, ..., 2n} in which n + 1 segments are even and n
are odd. Splitting the sum of signs according to how many segments among the four
are even, we obtain

2 U = () + e+ D = () (') + ('3 = (3

(a.B.y.8)€Q
a<f<y<$

— ().

When 8 = y, the sum is over triples of segments of the same parity, either even or
odd, by definition of Q. Hence,

2 Cpm = (7)) ~ 3.

(@,B,y,8)€Q
B=y

Counting « = < y < & such that § is odd and the rest are even, is equivalent
to counting triples {c«, ¥, § + 1} of distinct even numbers < 2n. So is the case of
complementary parities, with triples {& — 1, y — 1, 8}. Together with the similar case
of y =4, this yields
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Z (_1)a+y+ﬂ+8+1 + Z (_1)11+V+/3+5+1 — 4(”‘;1)
(o.B.7.0)€Q (@.B,y.8)eQ
a=f y=8

In conclusion,

Elcr] = + == (x%)

proving Theorem 2 for k = 1. This yields the convergence of the normalized expec-
tation,

E I:CZ(KZn+1)i| n—oo 1

n? 24

This result already calls for a few remarks.

e The positivity of the expected Casson invariant in this model, both for each n and
in the limit, is intriguing. It is unclear whether this is an artifact of the model, but
we will give experimental evidence that it occurs in other models as well.

e Although there are ©(n*) terms in the sum leading to the expectation, its value
is of order n2. A similar result for all moments is the content of Theorem 2. This
should not be taken for granted. In a slightly modified random model that we call
the star model and discuss below, the expectation is of order n3.

e The maximum of ¢, over all diagrams with 2n 4 1 petals has nevertheless order
n?. Indeed, as shown in [2], the permutation defined by

(k) = nk mod 2n+1
yields the (n,n + 1) torus knot, and ¢ () = ("Iz) ~ n* /24 since the Casson
invariant of the (p, g) torus knot is given by (p* — D(g? — 1)/24 [4].
e Despite its positive bias, the distribution of the Casson invariant reaches values of

order n* also in its negative tail. A more involved permutation & € S,41, that we
have constructed, but do not describe here, yields knots with ¢ () < —n? /200.

3.2 Proof of Theorem 2

Consider the kth power of the Casson invariant of a random knot,

k
Ao = (X (e gy
(a.B.y.8)€Q

Our aim is to show that its expectation is a polynomial in n of degree at most 2k. The
proof has four main steps.

@ Springer



Discrete Comput Geom (2016) 56:274-314 295

3.2.1 Patterns, Parities and Permutations

We henceforth denote a quadruple in Q by Q; = (gi1, gi2, i3, gi4)- A sequence of k
quadruples will be denoted by Q = (Q1, ..., Q) € Ok, Thus the above expression
expands to

k
Ak = 37 [pressossost g7 7).
QeQt i=l

We split the sum according to equalities and order relations between the 4k seg-
ments {g;;}, that occur in the 2k crossings. In order to encode this information, we
make the following definition. A pattern T = (T, ..., T) is a sequence of quadruples
of natural numbers, T; = (¢;1, t;2, t;3, t;4), such that for some ¢t € N,

k
UTiz{l,...,t}.
i=1

Clearly t = #(T) = max{z;;} < 4k
LetQ=(Q1,...,01) € Q. Then there exists a unique pattern T such that for each
iand j,

qij <gijy < Lij <lyj.

The pattern T is obtained from Q by the unique order preserving bijection between
\J; Qiand {1, ..., r}, eliminating the gaps between segment numbers. Note that #; <
ti» < 13 < ti4 for every i, with at most one equality. 7; denotes the collection of all
patterns corresponding to QX, for n large enough.

We further split the sum according to the parities of {g;; }. This is encoded by a function
e : [t] — £1, where &(t;;) = (—1)%7, or in short by a vector ¢ € (£}

Given a pattern T € 7; and a parity vector ¢ € {£}' where r = ¢(T), we denote by
ok (T, e) the set of all Q € Ok with pattern T and parities €. The rearranged sum is

& (Kant1 (1))

=> > > (- 1)"He(r,l)e(r,z)e<r,3)e<r,4) T[ran i),

TeTr ec{£) QeQk(T,e)

The expectation of c’2c is the average of the above sum over w € S5,41. By linearity,
it can be computed for every Q € QF separately. Observe that, given Q with pattern
T, only the order among the ¢(T) entries {r(g;;)} affects that term. Each 7 € 82,41
induces a unique permutation o € S; such that

w(gij) < mw(qirjr) & o(ty) <o(tyj).
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Thus we may average over o instead of 7. By symmetry, each o € S; has equal
weight 1/¢!.

E[ch]
1 k
_ k . . . . (tin) <o (ti3)
=2 2 2 02 [Tetetietiets - I[EI 0]
TeTr ec{£) QeQk(T,e) oeS, i=1

For fixed pattern, parities and permutation, every Q € ok (T, &) contributes the same
term from {—1, 0, 1} to the above sum. We hence rewrite

E[ch]

DD D I D% |o¥r. o) H8(tzl)8(t12)8(tz3)8(tz4) T[gim=o)]

TeZ; ec{x) oS

Note that the number of terms in the current sum is a function of k£ and not of n. The
dependence on  is only through the factors | Q¥(T, &) .

3.2.2 Counting

What is the size of O(T, ¢)? Each Q € OX(T, ¢) is determined umquely by the

¢t numbers in {0, ..., 2n} appearing in it. But not every one of the ( ) options has
the desired parity vector ¢ € {#}'. The following lemma counts how many do.
Denote by z(¢1, . .., &) the number of “+” runs in €. For example,
(=——)=0, z(+++-) =1, z(-+——+)=2.

Lemma 1l Lete € (£} . Then #{0 < q1 < --- < q; < 2n | Vi (=1)¥ =¢;} =
(n+z(s))

;)
Proof We bijectively associate to every sequence 0 < g1 < --- < g; < 2n of given
parity €, ..., &, a sequence of odd numbers 0 < q{ < .-+ < q; <2(n+ z), where
z = z(e1,...,&). There are n + z odd numbers in this range, and so the lemma
follows.

Note thateach run of pluses in € comes from a block of even numbersin (¢1, .. ., gz),

and minus runs come from odd blocks. To define the bijection, increase each element
of the first block of even numbers by one. Then increase the elements of the following
block, of odd numbers, by two, and so on. If the first block is odd, then its elements
stay put. Explicitly, if ¢; is in block number j, then ¢/ = ¢; + j where the numbering
J starts from O or 1 according to whether ¢ is odd or even.

By construction, all qi’ are odd and vary between 0 and 2(n + z). Indeed, numbers
in the last block are increased by either 2z or 2z — 1, and g; may reach up to 2n — 1
or 2n, according to whether it is odd or even. O
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By our construction of Q, equalities between elements of a quadruple Q; € Q
impose restrictions on the parities in Q;. Therefore, a pattern T € 7; may be incom-
patible with some parity vectors &, in which case Q(T, &) is empty. The following
factor filters out such incompatible combinations.

» lil <tz < 13 < li4,

tin = tip and e(t;1) = (t;2) = e(ti3) # e(lia),
tip = tiz and e(t;1) = e(ti2) = e(t;3) = e(ti4),
ti3 = tig and e(t;1) # e(ti2) = e(ti3) = e(li4),
, else.

f(Ti,e) =

O = m = e

The count |Q(T, &)| of compatible Q is obtained by combining Lemma 11 with f:

k
n+z(e)
o0 = ( t ) [Tra.o.
i=1
The expectation now becomes

1 ) )
E[C2 Z z z( ) n+z(8) Hf(TuS) e(tin)e(tin)e(tiz)e(tia) - I[ggil;zggg;]

TeTy ce{£) o€S;

This is a polynomial in n of degree at most 4k, since ¢ < 4k. We will reduce it to 2k.
3.2.3 Exchange Between Patterns

It turns out that the factors f(7;, €) can be replaced with simpler ones,

F(T) = I, 11 <tz <13 <ly,
c %, else, i.e., if there is one equality.

This involves transfer of mass between terms in the sum. The key step is the following
calculation.

Lemma 12 Fixt € N, o € S; and e € {£}. For 1 < x <y < z < t consider the
set

U={xxy2,x5y2,x,y,2,2)}

Then

D 1S e)e(s1)e(s2)e(s3)e(sa) - I[T 0D =71
Sel

= D F(S) - e(s)e(sa)e(s3)esq) - I[T0D =00,
Seld
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Proof We show that the two sides agree

left hand side = Z [e(x) = e(y) # e(2)] - e(V)e(z) - L[o(2) < o(x) < 0 (y)]
+Z[e(x)=e(y)=¢(2)] e(x)e(@) - Lo(x) <o(y), 0(z) <o(y)]
+Zle(x) #e(y) =¢e(@)]-e(x)e(y) - Ilo(x) <o(z) <o(y)]

(ex)+e(y)/2-e(z) ifo(z) <o(x) <o(y),
= 1) +e@)/2-e(x)  ifo() <o) <o),
0 otherwise
=¢e(»)e(@)/2-Ilo(z) <o(x) <o)l
+e(x)e(2)/2-I[o(x) <o(y), 0(2) <o(y)]
+e)e(y)/2-Ilo(x) <o(z) <o(y]l
= right hand side.

This is easily verified for any fixed o and ¢, by considering various cases of
e(x), e(y), e(z) and the ordering of o (x), o (y), 0 (2). m]

We now apply Lemma 12 on the expression for E[cé] LetT =(T1,...,Tx) € Tx.
If Ty consists of four distinct numbers then f(77,¢) = 1 = F(T}). Otherwise, T is
one of three possible patterns in 7, that agree on 7>, . . . , Tk, and for which T} is one of
{(x,x,y,2), (x,y,¥,2), (x,¥,z,2)} for some x < y < z. We thus apply the lemma
and replace f (77, ¢) with F(T7) in the terms corresponding to these patterns. Note
that for every fixed o and ¢, the same multiplicative factor comes from 7>, ..., Tj.

We thus apply the lemma for all such triples of patterns, and turn every f (71, €) into
F(T1). We repeat for T3, .. ., Ti, and so every factor f(T;, ) is replaced by F(T;).

1
=2 > Z( X s HF('E) elt)e(ti)e(ti3)e (ia) - T[S (0]

TeT; ec{£}) 0€S;
We next define two functions of T = (T4, ..., Ty) € 7y, that simplify our notation.
Denote by A = A(T) € {0, ..., k} the number of quadruples 7; with some equality

in tj1 < tj2 < 43 < ti4, 1.€., those with only three distinct elements. It is immediate
from the definitions that

2A(T) H F(Ty).

Let P(T) denote the probability that a random permutation ¢ € S; satisfies all the
inequalities imposed by T

(t, )<o (i )
P(T) = Z H oo <o in ]

.O'ES¢ i=1
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The expectation is now simplified to

P(T £
E[5] = (=1 % >, (” +f(8)) [[etinetets)etia).

TeT; ee{L})! i=1

Thanks to the inter-pattern exchanges, each pattern now separately contributes a poly-
nomial in n of degree < 2k, as we show next.

3.2.4 Cancellations
As in the case of the linking number, the sum over ¢ vanishes under certain conditions.

But we first state two more formulas:

(a) Recall from the proof of Lemma 7 the orthogonal family of functions x (I)(eq, ...,
&) = Hjel gj where I C {1,...,t}. For T € 7y, define J = J(T) to be the set
of numbers in {1, ..., t} that appear in T an odd number of times. Then

k
H8(ti1)8(ti2)£(ti3)£(ti4) = x(J(D)(e).

i=1

Note that |J| > 2t — 4k, where in case of equality each element of {1, ..., 1}
appears in the sequence {t;;} either once or twice.
(b) The following is a standard identity.

(7)=2(")C)

On the left is the number of size ¢ subsets of [n 4 z], and on the right the count is
split according to the number of elements in the first n positions.

By (a) and (b),

P(D) <
=0 3 5w (") = () rwane
r=0

Te7; ee{x)

Note also that

t+1)+e—e1e0—e263— - —&—16 + &

z(e1, ..., &) = 1

The sumovere € {#1} canbe viewed as the inner product ( (f) , x(J )) of two functions
in W, the linear space of functions {£1} — R. The terms in the sum over T and r
divide into four cases.

e Ifr >t — 2k then (Ifr) is a polynomial in n of degree < 2k.
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o If r <t — 2k then ((%), x(J)) = 0. Indeed, by the above z(¢) formula, (Z(f)) is
spanned by {x (1) : |I]| < 2r}, while |J| > 2t — 4k > 2r.

o Ifr =t —2kand |J| > 2t — 4k then similarly the functions are orthogonal.

e If r =t —2kand |J| = 2t — 4k then the term equals () - (), x(D)).

This shows that E [c’z‘] has degree at most 2k as a polynomial in n, proving
Theorem 2. O

We continue the argument and evaluate the inner products in the last case of
the four, thus deriving this polynomial’s leading term. Let |J| = 2t — 4k = 2r.
We first consider the projection of (f) € W, to the subspace span {x (1) : |I| = 2r},
that contains x (J). Observe that (%) has the same projection as the function

(182 + 283+ +e18)
zr(e) = .
(=4)" - r!
This function has a non-zero inner product with x (J) for |J| = 2r, if and only if J is
the disjoint union of r pairs of consecutive numbers. In this case we conclude

7

=

> (Z(rg)>X(J(T))(8) = (z,(e), x(J)) =2 -

ee{t}

where we used (x (J), x(J")) = 2'8; ;.

Recall that if |J(T)| = 2t — 4k then every number appears in T at most twice,
which means that J(T) consists of those that appear once. Therefore the patterns that
contribute (z"k) to the kth moment are captured by the following definition. Call a

pattern T € 7y a principal pattern if

1. Every element of {1, ..., #(T)} appears in the sequence {f;;} at most twice.
2. The set of elements that appear only once is a disjoint union of pairs of consecutive
numbers.

For example, the pattern T = ((1, 1,4, 6), (2,3, 4,5)) is principal with J(T) =
{2, 3,5, 6}, while ((1, 2, 2, 6), (3,4, 5,5)) is not principal, as {1, 3, 4, 6} is not a dis-
joint union of pairs of consecutive numbers.

Denoting the set of principal patterns by 7,*, we finally write

K| _ o nkf 1\ L Adk—t—A(T) |
E[cz] = (1) (2k) Tg*( -2 P(T) + R(n),
k

where R(n) is a polynomial of degree at most 2k — 1.

3.3 Formula for the Limiting kth Moment

Next, we simplify the formula for the limiting normalized moments. Denote by A the
coefficient of n%* in the expected cé.
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L ca(Kans)*y _ (=D* 1 Hdk—1—A(T)
b= lim B[] = (2k)! TZT“*(_I) 2 o
€L

We say that T’ is a refinement of T, writing T < T, if
tij <tim = 1; <1y,

This allows for ti’j <t/ while t;; = 1;,,. For example, T' = ((1,1,5,7), (2,3, 4, 6))
refines T = ((1, 1, 4, 6), (2, 3,4, 5)). In other words, T is obtained from T’ by merging
consecutive numbers. Note that any refinement of a principal pattern is principal.

Denote by Tkl C 7;" the set of patterns that contain every element in {1, ..., 4k}
exactly once. Let T’ € ’Z;(] . Denote by T’ the pattern obtained from T’ by merging each
of the 2k pairs (1, 2), (3,4), ..., (4k—1, 4k) intoone number 1, 2, ..., 2k, so thateach
of these 2k numbers appears twice in T'. For exampleif T = ((1, 3,4, 5), (2,6,7,8))
then T' = ((1, 2,2, 3), (1, 3,4, 4)).

For T e ’]7{1, we define a real function v, as a sum over all 22k ways to refine T:

()= > ()'Dp).

T <T<T’
The following lemma rewrites A as a sum of ¥ (T')’s.

Lemma 13

(=Dt
M= "gor 22 V.
T/e’T1

Proof This is a change of order of summation, where both sides are equal to a double
sum over T and T'.

In the definition of A, each pattern T € 7,* can be refined to T’ € ’J;Cl in 24k —1—A(M)
ways. Indeed, each of the 4k — ¢ elements that appear twice in T can be replaced by
two suitable consecutive numbers in two orders, except for those A (T) numbers with
both occurrences in the same quadruple. For them there is only one possible ordering,
the one that keeps the quadruple increasing.

Moreover, if T' < T € 7,* then T < T’. Indeed, being a principal pattern, T can
be obtained from its refinement T’ by merging pairs of numbers that are consecutive
in {1, ..., 4k}, leaving the remaining ones in runs of even length. It follows that each
Te ’];{* is determined by which ones of the 2k pairs (1, 2), (3, 4), ... are merged and
which remain distinct.

Not necessarily all these 22 options give actual patterns T € 7.* that appear in the
original sum. Such a pattern consists of quadruples ;1 < #j7 < #3 < tj4 with at most
one equality, but by merging pairs it might happen that t;; = tj2 < tj3 = t;4, in which
case T ¢ 7. Such terms do not contribute to ¥ (T') because the definition of P(T)
contains the conditions o (#;1) < o (#;3) and o (t;2) > o (tj4) which imply P(T) = 0.
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Our next goal is to derive a formula for ¥ (T') for T' € 77(1 . We translate the problem
from the language of patterns to the realm of directed graphs.

e Given a pattern T, define a directed graph G(T), with ¢ vertices labeled 1, ..., ¢
and 2k edges t;3 — f;1 and f;p — tj4. For T’ € ’Z;{l, G(T’) is a disjoint union of
2k edges, while G (T’) has degree 2 vertices and so is a disjoint union of cycles,
whose edges are individually oriented.

e The breaking of a graph at a vertex v is the operation of replacing v by two or more
disjoint vertices, each of which gets some of v’s edges. Recall that the summation
in ¥ (T’) is over 22% patterns T such that T' < T < T’. Translating refinement into
terms of directed graphs, it means that G(T) is obtained from G (T’) by breaking
it at a subset of its vertices. Note that each of the 2k vertices in the original union
of cycles may be broken into two vertices of total degree 1, so that cycles break
into unions of paths.

e Let G be a directed graph on ¢ vertices. For convenience, we abuse notation and
let G also refer to the event that a permutation o € S; that assigns values to its
vertices, respects the orientations of its edges, i.e.,

uo—>—ov=o(u)> o).

Then P (G) denotes the probability of this event where o € S; is picked uniformly
at random. From the definitions P(G(T)) = P(T).

e It follows that instead of summing over all 2% patterns between T and T', we
may sum over all 22 breakings of G (T"). For a 2-regular directed graph G let

v(G) = > (D pH)

HeB(G)

where B(G) are all its 2/C! breakings, and |H|_stands for the number of vertices
in H. Clearly, ¥ (T') = ¥ (G) where G = G(T).

Lemma 14 Let G be a 2k-vertex 2-regular directed graph, and denote the cycles in G
by Cy, ..., Cy, withly, ..., L, vertices respectively, with each l; > 2. Then

¥(G) = (—=DF [T sien(c)) - B,

j=1

where

e The sign =1 of a cycle of even length is the parity of the number of forward edges
encountered going once around the cycle. The sign of an odd cycle is 0.

o B = (=DUFB/1N for | > 2, where By is the Ith Bernoulli number [17,
p. 1040].

Remark By the properties of the Bernoulli numbers, g; = 0 for every odd I > 3. We
arbitrarily set Bop = B1 = 0 as well.
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Proof The proof has three parts. We first show that every cycle can be treated sep-
arately. Then we reduce to the case of a consistently oriented cycle, that is a cycle
in the directed sense, with one ingoing and one outgoing edge at each vertex. For
consistently oriented cycles, we calculate ¥ directly.

1. Let H be a breaking of G. Note that the order relations between the value of o
on a subset of the vertices is independent of the order relations within any disjoint
subset of vertices. In particular, events that involve edges in H that come from
different cycles of G are independent. Therefore, for such H,

P(H) = P(H))P(H2)--- P(Hp),

where H; is the subgraph of H with vertices that come from the cycle C; in G.
Now, by the independence of cycles and the distributive law

V(G) = (COY(C2) -+ - Y (C).

It is now sufficient to show that ¢ (C) = (—l)l/zsign(C),Bl on cycles of even
length /, and O on odd ones.

2. We further reduce to the case of a consistently oriented cycle. We show that flipping

the orientation of an edge e in C changes the sign of {(C). The lemma follows
since this also flips sign(C).
Let C’ be the cycle with a flipped edge, and let v be a vertex incident to e. Recall
that B(C) denotes all 2/ ways to break C, and denote by B, (C) all 2IC1=1 ways
to break C except at v. For H € B,(C), we write P (drawing), referring to P (H),
where the drawing describes a neighborhood of v where H disagrees with H, e.g.
in the breaking of v or in the orientation of e. With this notation,

YO +y(C = D Dean+ Y (e

HeB(C) HeB(C)
= > (DH[P(-e>—) = P(-e o)
HeB,(C)

+P(—e<) — P(—e o—<)].
Note that summing the probabilities of two graphs that differ by the orientation
of one edge yields the probability of the graph with that edge deleted. In terms of
drawings,

P(--e>e---)+ P(--o<e---) = P(---o o).

By applying this to the first and third terms, and to the second and fourth terms,
in the above sum,

YO +y(C)= D (=DHI[P(e)— P(-e)]=0.

HeB,(C)

@ Springer



304 Discrete Comput Geom (2016) 56:274-314

Each term in the above sum vanishes since the addition of an isolated vertex
preserves the probability of an oriented graph.

It follows that flipping all edges of a consistently oriented odd cycle negates ¢ and
preserves the graph. We deduce that ¢ (C) vanishes on any cycle C of odd length
> 1.

3. We finally compute ¥ (C?*) where C! is the consistently oriented cycle on [ ver-

tices. A nontrivial breaking of C is a disjoint union of consistently oriented paths.
For P!, a path with i edges, clearly P(P’) = 1/(i + 1)!. If C' is broken into j
paths, then they give independent events, and the probability is a product of such
factors.
In order to sum over all breakings, we consider all ordered partitions iy +- - -+i; =
1. Such partition corresponds to breaking C’ into j paths with a choice of which
one is considered to be first. We thus multiply by / as the first path can start at any
point in C!, and divide by j as any such partition is counted j times.

l .
! (—1)]
v(ch _Z_ 2 1+ DG+ D

j=1 7 ietij=t

~.

We define a generating function

00 L x4 (- 1)] [-x!
\If(x)=§w(c)x = §+ZZ 2 {1+ D!+ DY

=1 j=l1 i1+--<+i_/'=l

where the term x /2 cancels the remaining odd case / = 1. In order to identify
W (x) with an analytic expression, we define

exp(x) — 1 i xt
Y(X)ZT—l = ;m,

o]

z(y) = —log(1 +y) =

which yields

J

00 00 1)] xl
=Z=:§ 2 (i1 + Dl + D!

I
_

1 iy tetij=l
/" Y(x)dx"  x
0 x’ 2'

By differentiation and using the power series for coth [17, p. 42],
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e¢]

1 dz x x B; A 12
v =x(5+5) = 1-Scoths = — 1y
W =x(3+" 5 coth = ; Z( )21t
In conclusion, ¥ (C 2k) =(— l)k Bok and the proof is complete. O
Remark The first few B ’s are given by
B = ! Pa = : Po = : Bs = : Bio = !
>T 120 P70 P07 302400 T 12096000 PO T 479001607
Corollary 15
1 m
A = o > [siencci)- 8.
' TeT! J=1
where Cy, ..., Cy are the cycles in G(F), of lengthly, ..., 1.
Proof This follows from Lemmas 13 and 14. O

‘We demonstrate this formula on the first few moments.

e For k = 1 the only pattern in Tll isT =((1,2,3,4)), so that T = ((1,1,2,2)),
and G(T’) = <=, a single positive cycle of length 2. This yields

+B2 1
2 _ _
Elca/n"] — M = N T4

in accordance with our direct calculation in (x%): E[c2] = n(n — 1)/24.
e For k = 2 there are (i) = 70 relevant patterns in 7', as {1, ..., 8} should split
between two quadruples. Sorting them into unions of cycles,

2 YRV _
EI ) — 3y = OCHP H16(B2) +32(HP0) £ 160 _ 7

4 T 960"
Some representative terms are:
T i G(T)) ¥ (G(T))
((1,2,3,4), (5,6,7,8) ((1,1,2,2), 3,3, 4,4) <> O +82)2
((1,3,5,8), (2,4,6,7) ((1,2,3,4),(1,2,3,4) T (—=B2)?
((1,2,6,7), (3,4,5,8) ((1,1,3,4), (2,2,3,4) T +B4
((1,6,7,8), (2,3,4,5) ((1,3,4,4),(1,2,2,3)) LD\ ) —Ba
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12
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. - - 41 petals
10} P — 81 petals |
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-0.10 -0.05 0.00 0.05 0.10 0.15 0.20 0.25

Fig. 6 Distribution of ¢y / n? for 2n + 1)-petal diagrams, based on over 10° random samples

e The case k = 3 was obtained with a computer.

11943 + 5328B,4 + 652865 5119

Eles/n) = hs = ol = 2419200

In order to independently verify this outcome, we compute the entire distribution of
c2(Kap41) for each 0 < n < 6. By interpolation we obtain the moments as
polynomials in n, as follows.

Tn* —2n3 —3n2 —2n
960 ’
5119n% — 3033n° — 3125n* + 346513 — 914n> — 1512n
2419200 '

El[c2(Kop41)*] =

E[c2(Kop41)*] =

Note that the leading terms’ coefficients are exactly A, and A3.
e Fork =4,

19490485 + 185587282 B4 + 4442112, 6 + 177408082 + 65064965
8!

4=

812143
677376000

Unfortunately, without better control of the cancellations in the Corollary 15 sum,
we cannot infer weak convergence of the normalized distributions. However, we see
evidence for convergence in the histograms of ¢, /n?* for random samples of permuta-
tions, as in Fig. 6. These seem to converge as n grows, to an asymmetric continuous
distribution.
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3.4 Other Models

To study model dependence, we compare our results for ¢, with two related random
models, the star and the grid.

Our computations in the Petaluma model reduced the sum of n* terms to O (n?).
This is significant because similar computations in the star model yield n3. The star
model is defined by taking the (2n + 1)-star diagram, as in Fig. 5, and choosing the
sign of every crossing independently at random. This model is universal, since every
petal diagram corresponds to a star diagram. However, the (2n + 1)-star model realizes
knots that a (2n + 1)-petal diagram doesn’t, like the (2n + 1, n) torus knot in the case
that all crossings are positive.

One can compute the expectation of ¢; in this model, by Equation (»x) with the
probabilities 1/3 and 1/6 replaced by 1/4. This yields E[c2] = (n® —n)/12 = O (1?),
compared to ©(n?) in the Petaluma model. By a similar computation for the second
moment the variance is given by (2n* 4+ n® — 2n? — n)/48 = O(n*). By Cheby-
shev’s inequality this means that ¢ is almost surely positive in this model. Numerical
simulations imply that (c; — E[c3])/ n? converges to a continuous distribution. See
Fig. 7.

While in both models a knot projects to a star diagram, we point out a basic differ-
ence between the two. In the Petaluma model the original knot can always be realized
by a polygon with 2(2n 4 1) segments, whereas the star model usually requires many
more segments, possibly as many as n2. The typical length of those segments is tiny
compared to the size of the knot. This resembles the random models based on a ran-
dom walk in R?, that also have small edges. Another model with long edges is the grid
model that we now describe.

A grid diagram of order m is a polygonal knot diagram consisting of m vertical and
m horizontal edges, where vertical edges always pass over horizontal edges [9, 12]. The
x, y coordinates of the vertices are determined by a pair of permutations o, 7 € §,,
in the following way: ¢ (0), 7(0) — o¢(0),7(1) — o), 7(1) — o(),7(2)

- -+ > o(m—1),7(0) — 0(0), 7(0). A random knot in the grid model is
obtained by picking o and 7 independently and uniformly at random.

Adams et al. [2, after Corollary 3.7] remark that a petal diagram can be turned into
a grid diagram. The grid diagram has the same = € S5, as in the petal diagram, and
o defined by o (k) = nk mod 2n + 1.

This is demonstrated below for the trefoil knot, starting with a petal diagram with
triangular petals and 7 = (1, 4, 2, 0, 3). Such a diagram is the planar projection of
a polygonal windmill knot, where the straight lines through the center are lifted to
horizontal segments at the appropriate heights. These segments are then folded at the
center so that the other segments that connect them become vertical, which creates a
watermill knot. This is in fact a book knot whose 2n + 1 pages are evenly spread out.
Book knots can be represented by grid diagrams, whose horizontal lines come from
pairs of segments to a vertical axis behind the diagram’s plane.
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08 Comparison of Distributions

— Petaluma, n=81

0.7} - - Grid, m=200 |
----- Star, n=81
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0.4+

0.3+

Fig. 7 Normalized distribution of ¢ in three models, based on over 108 random samples

% o g [y [

Petaluma Windmill Watermill Book Grid

We created histograms for the Casson invariant of order-m random knots in the
grid model for m = 50, 100, 200. As in the Petaluma model, these suggest that ¢/ m?
weakly converges. It would be interesting to extend the study of the ¢ moments to
the grid model. While our methods seem to apply to this situation as well, the details
are bound to be substantially more complicated.

Figure 7 displays numerically generated histograms of ¢ in the different models,
normalized to have expectation 0 and variance 1. These seem to share certain proper-
ties. It is unknown but possible that there is some universal family of distributions for
several random models of knots.

4 Order 3

The knot invariant v3 is the unique order-3 invariant that vanishes on the unknot,
equals 1 on the positive trefoil, and —1 on its reflection, the negative trefoil [35].
Alternatively, —6wvj3 is the third coefficient of the modified Jones polynomial, that is
the power series in 4 of the Jones polynomial j(¢) after the substitution r = e” [11].
By properties of the Jones polynomial, v3 is antisymmetric with respect to reflection,
and the distribution of v3(K»2;,+1) is symmetric around 0. Hence, only even moments
of v3 are nonzero.
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Here we work with a Gauss Diagram formula for v3 [35]. A Gauss diagram D of a
given knot diagram is the circle that maps to the knot diagram, with arrows connecting
pairs of points that map to the same crossing. Each arrow is directed from the upper
crossing point to the lower one, and marked with the sign of the crossing. We also mark
the base point of the diagram, and orient the circle counterclockwise. The original knot
diagram can be reconstructed from its Gauss diagram up to isotopy of the sphere S2,
though not all Gauss diagrams correspond to knots.

+
\\ \ —_— +
n —
_l’_
Knot Diagram Gauss Diagram

A subdiagram of a Gauss diagram is obtained by considering a subset of the arrows.
The number of appearances of D’ as a subdiagram in D is denoted (D/ , D). For
example, if D is the Gauss diagram presented above, then

(®.p)=2 (Q.p)=1 (@ .p)=0 (®.p)=0

A diagram without signs represents the formal sum over all ways to assign signs to
the arrows, where each term is also multiplied by its signs. For example,

®-0-0-0+1.

The definition of (-, -) naturally extends to formal sums of diagrams. In these terms,
Lemma 8 states

ok = (&) .o).

where D is the Gauss diagram of any knot diagram that represents K. Note that in
general such an expression depends on the choice of D. When independent of D,
a formula of this form is called a Gauss diagram formula. For example the Casson
invariant of the trefoil knot shown above is

(®.p)=2-1-0+0=1.
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The order of a formula is the maximal number of arrows in one of its diagrams. Thus the
above formula is of order 2. The Goussarov Theorem states that every finite type knot
invariant of order m has a Gauss diagram formula of order m [11,16]. This formula is
not unique. Already ¢, can be given also by

(& .D).

The following Gauss diagram formulas appear in the literature, the first three for 2v3,
and the last one for vs3.

Polyak

and D+ R+ D+D+ QA+ +2D 2D

Viro [35]

Willerton O+ D+ QD+ D-O-DH-D
[38] 2@ +26) +23

by DB DR+ O+ OO+ D
2230[16] +@+@+®—®+®—®

Chmutov

oy OO DO Q-B

Polyak[11

A typo in [16] is corrected here. Note that our correction is different than in [11].
For the proof of Theorem 3 we adopt the formula by Goussarov, Polyak and Viro
(GPV), which turns out to be best suited to generalize the ¢y arguments.

4.1 Proof of Theorem 3

The proof closely follows that of Theorem 2, where we use the GPV formula for vs.
Hence we only highlight the adjustments that are required in each part of the proof.

1. As for ¢y, we represent E [v§ ] as a sum over patterns, parities and permutations.
The only modification to be made is to extend the definition of a pattern from
quadruples to arrow diagrams, here simply meaning diagrams with no signs, as
below. Consider the arrow diagrams that appear in the GPV formula:

r={®. O P B OO O
QO 0 0 B
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In contrast to the ¢, formula that uses only the last of these arrow diagrams, the
v3 formula is a combination of all twelve. Therefore, for the computation of vé‘, a
pattern records also which of the 12¥ options for subdiagrams are involved in the k
corresponding terms in the sum. As for c», it contains information about equalities
and order relations between the relevant segments in the star diagram.

A pattern T of order k is a sequence T, ..., T of arrow diagrams in D, whose
arrow tips are marked with natural numbers. These numbers are non-decreasing
when one moves counterclockwise from the base point, and their unionis {1, ..., t}
for some ¢ (T). For example, here is an order-4 pattern with = 13,

2 ell ) 3 3 2
— 8 4
T= (6®107 5@ ’ ® ’ @9)
0 5 7 9 9

The segment numbers in an arrow diagram 7; are denoted by f#q, ..., ti¢ Or
ti1, - - ., ti4. For example, here t;1 = 2 and tj» = #13 = 6. The set of all order-k
patterns is denoted by 7.

2. By the same reasoning as for ¢y, we arrive at the following expression:

k
I (n+2z(e) N o
E[U];] = Z Z Z;( t ) HC(T"’S)'I[forevefy(gér)owgl(t—l:nz?m inTi]'

TeT; se{£) o€S; i=1

Here the function ¢(T;, ¢), defined below, assumes the role of — f (T3, €)e(ti1)e(ti2)
&(ti3)e(ti4) in the proof of Theorem 2.
We first show that ¢ determines the signs in an arrow diagram 7;, and yields a
Gauss diagram. Recall from the discussion following Proposition 10 that the sign
of a crossing point in a star diagram can be recovered from the parities of the
two crossing segments. Specifically, every arrow t;; — ti,, in T; is signed by
+e(ti)e(tin) depending on whether the crossing is ascending or descending.
The function ¢(7;, ¢) is then defined to be the coefficient of this Gauss diagram
in the GPV formula or 0. This depends on whether the numbers at the arrow tips
can or cannot correspond to a choice of segments as we traverse the star diagram,
with crossings as in the Gauss diagram. The conditions are
e Since a segment doesn’t cross itself and two segments cross at most once, no
arrow can point from a number to itself, and no two arrows connect the same
pair of numbers.
o If several arrow tips share a segment number then their order should agree with
the order induced from the parities € by means of Proposition 10.
For example, in the above T the compatibility conditions are £ (6) = &(10) # e(11)
for T, e(1) = &(5) = &(8) = ¢(9) for T, and €(2) = &(4) or €(4) # €(9) for T4.
Note also that c(7T3, €) must be 0 if £(7) = ¢(13), because the sign of the arrow
is given by &(7)e(13) for this ascending crossing, while this arrow appears only
with a minus sign in the two last diagrams of the GPV formula.
3. The crucial point in Lemma 12 is deriving an expression where all terms are at
least quadratic in the £(i)’s. The following lemma plays the analogous role in the
v3 case.
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Let J C [¢], and denote by U, be the set of all numbered arrow diagrams from any
pattern in 7y, that are marked exactly with the numbers in J. We represent their
contribution to v3 in the Fourier basis:

D (8.8 Il evens o ins] = D J,0) - x(D(e).
Seldy 1cJ

Lemma 16 Let J C [t]and o € S;. Then ¢(1, J, o) = 0 in each of the following
cases.

[JI =6, |I]| <6,
[JI=35, |l <4,
=4, |I]<2.

proof This was checked by a computer program. It is sufficient to consider J =
{1,...,j}forj<6andallo € S;.

A priori, there are 10 arrow diagrams if j = 6, 50 for j = 5 since each number in
J may repeat twice, and 102 for j = 4: 60 in which two numbers appear twice,
40 with one that repeats three times, and the two 2-arrow diagrams. The condition
on o leaves us with some subset of those diagrams. Then we compute the discrete
Fourier transform of the remaining sum as a function of &, and assert that the
appropriate low order coefficients vanish. The verification program can be found
in the supplementary material [15]. O
Given a pattern T € 7, we denote by J; C [7], the set of numbers that appear
in the diagram 7;. Note that 3 < |J;| < 6 and Ui Ji = [t] for some r < 6k. We
rewrite the kth moment as a sum over all such sequences of sets.

E[uf] = Z PRI t,(n+Z(8))Hc(ll,J,,o)X(I)(S)

e Inyu Iy 0€8 ee{)

lgl

4. As in the proof of ¢, we view the & sum as an inner product in W, between
(thrz) = Zi -0 ( )( ) and [[; ¢(4;, Ji, ) x (1;). The rth summand of the former
isin span{x (1) : |I| < 2r}, and has order n’~". We need terms with t —r > 3k to
vanish, so it remains to show that [ [; ¢(f;, Ji, o) x ({;) isin span{x (I) : |I| > 2r}.
Suppose that all J;’s are disjoint. By Lemma 16, if [[; ¢(Z;, J;, o) # 0 then

k k k k
deg[Txtn = D16l = D @ul-6 =2/
i=1 i=1 i=1 i=1

2(t — 3k) > 2r.

If there exists a single common j € J; N Jy, then | | J; J;| decreases by one and
the degree on the left may decrease by two, since £(j)> = 1. By iterating this
argument, the degree of [ [; x (£;) always remains > 2r. O

@ Springer



Discrete Comput Geom (2016) 56:274-314 313

For example, the second moment of v3 is a polynomial of degree 6. We compute
the entire distribution of v3(K2,41) for every 0 < n < 7, and obtain

9298n° — 1101n° — 7145n* + 217503 — 1433n% — 1794n
5443200 ’

E[vi] =

We note that Lemma 16 would fail for the other three formulas for v3. This may be
related to the fact that the GPV formula extends to an invariant of virtual knots. We
can partly see this relation. The case |J| = 6 of the lemma follows from the fact that
the coefficient of a maximum order term in a Gauss diagram formula of a virtual knot
invariant is multiplicative at the signs of the arrows. The case |J| = 5 also follows
from this property together with the 6-term relation for such formulas.

An interesting question is whether it is possible to extend Lemma 16 and hence
Theorem 3 to every Gauss diagram formula of a virtual knot invariant. It is conjectured
that every finite type invariant of classical knots is induced from such a formula [16].
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