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The number of ways an element of a finite group can be expressed as a square, a commu-
tator, or more generally in the form w(x1, . . . , xr), where w is a word in the free group,
defines a natural class function. We investigate some properties of these class functions,
in particular their tendency to be characters or virtual characters of the underlying
group. Generalizing classical results of Frobenius and others, we prove that generalized

commutators yield characters in this manner, and use this to exhibit a criterion for
nilpotency based on a certain equation associated with the irreducible characters.
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1. Introduction

Let G be a finite group. For every h ∈ G, let Nx2(h) denote the number of solutions
to x2 = h in the group. This is obviously a class function, and a celebrated theorem
of Frobenius and Schur asserts that Nx2 is a difference of characters; moreover the
inner product of Nx2 with any irreducible character is 0, 1 or −1 [7, Chap. 4]. This
result was extended in various directions, e.g. to n-powers (see below), and recently
to norms with respect to an automorphism, in [3].

More generally, let w be a word in the free group Fr on r letters. Substitution
(g1, . . . , gr) �→ w(g1, . . . , gr) defines a natural function from r-tuples in G to G

itself. We let Nw,G(h) denote the number of solutions to w(x1, . . . , xr) = h for
x1, . . . , xr ∈ G (if G is clear from the context, we sometimes omit it and write
Nw(h)). Any automorphism σ ∈ Aut(G) carries the set of solutions of the equation
w(x1, . . . , xr) = h onto the set of solutions to w(x1, . . . , xr) = σ(h), showing that
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Nw is invariant under σ. In particularNw is a class function, and so can be expressed
as a linear combination of the irreducible characters of G. It is natural to investigate
the coefficients in those expansions.

It was proved by Frobenius [5, Article 78, pp. 394–403 (1908)] that Nxm is
always a virtual character (see also [7, Problem 4.7]). Frobenius also proved (see
[5, pp. 1–37]) that the function N[x,y](h) is a character. This was generalized in [13],
where Nx1x2...xnx

−1
1 x−1

2 ...x−1
n

is computed explicitly, and shown to always be a char-
acter; the author uses this computation to give a new proof for Itô’s theorem.
Serre shows in [10, Chap. 7] how counting solutions of similar type (restricted to
certain conjugacy classes) can be applied to the inverse Galois problem. Various
additional results of this kind, especially for the symmetric groups, can be found in
[12, Examples 7.67–7.69].

Recall that a group whose character table entries are rational integers, is called
rational. Following Corollary 3.4 below, we call a finite group G semi-rational if
Nw,G is a virtual character for every word w, and analogously say that w is semi-
rational, if Nw,G is a virtual character for any finite group G. After presenting some
general reduction techniques and disposing of the abelian case in Sec. 2, we give in
Sec. 3 various sufficient conditions for a group to be semi-rational, and point out
that SL2(7) is not semi-rational.

In Sec. 4 we change perspective, and show that the generalized commutators
γr = [x1, x2, . . . , xr] are semi-rational (this was independently proved in [1]). From
this one can conclude, for example, that in an odd p-groupG the number of solutions
for [[[x1, x2], x3], x4] = h2 is equal to the number of solutions for [[[x1, x2], x3], x4] =
h, for any element h ∈ G (see Corollary 4.14). We observe that the limiting behavior
of the corresponding counting functions is independent ofG (so that all finite groups
are “probabilistically nilpotent”), and present a criterion for nilpotency involving
properties of the matrix Aχ,ψ = 〈χψ,χ〉

ψ(1) constructed from the character table of the
group (Corollary 4.12).

Another way to viewNw is as a distribution function: ifX1, . . . , Xr are uniformly
and independently distributed random variables with values in G, then |G|−rNw
is the distribution function of the random variable w(X1, . . . , Xr). The fact that
|G|−rNγr tends to the delta distribution concentrated on the identity element,
when r → ∞, can be used to show (Theorem 4.10) that the matrix A has spectral
radius 1.

We fix notation, as follows. By Ĝ we denote the set of irreducible characters
of G, and Ẑ is the Z-module generated by all the entries in the character table
of G. Letting ω denote a primitive root of unity of order |G|, we always have that
Ẑ ⊆ Z[ω]. The standard inner product of class functions is denoted by

〈a, b〉 =
1
|G|

∑
a(g) ¯b(g), (1)

so if f =
∑
αχχ is a class function (summing over the irreducible characters of G),

the coefficients are αχ = 〈f, χ〉. In particular, for a word w ∈ Fr, Nw =
∑
αχχ



August 5, 2011 18:57 WSPC/S0219-4988 171-JAA
S0219498811004690

Characters and Equations in Groups 677

where

αχ =
1
|G|

∑
(g1,...,gr)∈Gr

χ̄(w(g1, . . . , gr)). (2)

We say that Nw is integral if all the coefficients αχ are in Z.

2. Reduction of Words and Groups

Consider a word w which is a product w′w′′ with disjoint sets of variables. In this
case we write w = w′ ∗ w′′. Since w′w′′ = h iff w′ = k and w′′ = k−1h for some
k ∈ G, and since w′ and w′′ are independent by assumption, we have the convolution
formula Nw′∗w′′ = Nw′ ∗Nw′′ , namely

Nw′∗w′′(h) =
∑
k∈G

Nw′(k)Nw′′(k−1h). (3)

By the generalized orthogonality relation for characters [7, Theorem 2.13], the con-
volution χ ∗ χ′ of irreducible characters is zero if χ′ 	= χ and is equal to |G|

χ(1)χ (an
integral multiple of χ) if χ′ = χ.

Corollary 2.1. If Nw′ and Nw′′ are integral, then so is Nw′∗w′′ .

Occasionally, Nw can be analyzed more easily by bringing w to a more conve-
nient form. If w and w′ belong to the same orbit under the action of Aut(Fr), then
Nw,G = Nw′,G for every finite groupG. For example, x1x

−1
2 x1x2 can be transformed

to x2
1x

2
2 by sending x1 to x1x2, and so Nx1x

−1
2 x1x2

= Nx2
1
∗Nx2

1
.

Question 2.2. Suppose Nw,G = Nw′,G for every finite group G. Does it follow that
w′ is mapped to w by some automorphism of Fr?

This question can be refined for a fixed group G. Let the rank r ≥ 1 also be
fixed. The group of identities of G, denoted here by K(G), is the set of elements
w ∈ Fr which are mapped to 1 by every homomorphism φ : Fr → G. It is thus
the intersection of all kernels of such homomorphisms. Since G is finite, there are
only finitely many homomorphisms Fr → G, so the group of identities is a finite
index characteristic subgroup of Fr. Finally if w and w′ fall into the same class in
the quotient Fr/K(G), then they represent the same element in every substitution,
and in particular Nw,G = Nw′,G.

Question 2.3. Suppose Nw,G = Nw′,G for a fixed group G. Does it follow that w′

can be mapped by an automorphism of Fr to some w′′ ∈ Fr which is equivalent to
w modulo K(G)?

Allowing for the automorphism here is not redundant: If x1 and x2 are two of
the generators of Fr, then Nx1 = Nx2 for every group G, but x−1

1 x2 	∈ K(G) unless
G is trivial.
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When G is abelian of exponent e, it is easy to verify that K(G) is the subgroup
of Fr generated by commutators and e powers; therefore Fr/K(G) ∼= (Z/eZ)r.
Rewriting a word w modulo K(G), it is equivalent to a word of the form xα1

1 · · ·xαr
r

where 0 ≤ α1, . . . , αr < e. To complete the analysis in the abelian case, we only
need to compute the words Nxα , and then apply Eq. (2).

Proposition 2.4. When G is abelian, Nxα is a sum of distinct irreducible
characters.

Proof. The exponentiation map g �→ gα is a homomorphism; we denote the image
by Gα and the kernel by Gα. Then G/Gα ∼= Gα, so

〈Nxα , ψ〉 =
1
|G|

∑
g∈G

¯ψ(gα) =
1

|Gα|
∑
h∈Gα

¯ψ(h) = 〈1, ψGα〉

which is either zero or one.

3. Integrality of the Coefficients

Let w ∈ Fr and let Nw be the induced counting function, as defined in the
introduction. The following property of the functions Nw is due to Solomon (see
also [6]).

Proposition 3.1 ([11, Theorem 1]). Assume r > 1. For every g ∈ G, the value
Nw(g) is divisible by |CG(g)| = |G|/|[g]|.

Let χ be an irreducible character of G. Writing Nw as a linear combination of
the characters, the coefficient 〈Nw, χ〉 of χ (see Eq. (1)) can be written as

1
|G|

∑
(g1,...,gr)∈Gr

χ̄(w(g1, . . . , gr)).

The following argument, building on Proposition 3.1, is due to Stanley ([12,
Exerise 7.69.j]).

Proposition 3.2. Assume r > 1. For every w ∈ Fr, the coefficients of Nw are all
in Ẑ.

Proof. For a conjugacy class C, let χC denote the characteristic function of C,
namely χC(g) = 1 if g ∈ C and χC(g) = 0 otherwise. Obviously Nw is an integral
combination of the χC . In fact, by Proposition 3.1, Nw is an integral combination
of the functions |G|

|C|χC .

Direct computation with (1) gives |G|
|C|χC =

∑
ψ ψ(C)ψ̄ (where ψ(C) stands for

the value ψ(g) for some g ∈ C), and therefore Nw is a Ẑ-linear combination of the
irreducible characters.

When all the coefficients 〈Nw, χ〉 are rational integers, Nw is a virtual character
of G. From the proposition we know that these coefficients are in Z[ω] (where ω
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denotes a primitive root of unity of degree |G|). Therefore, they are rational integers
if and only if they are invariant under the Galois group of Q[ω]/Q.

If σ ∈ Gal(Q[ω]/Q), then σ(ω) = ωs for some s prime to |G| (and every such
s defines a corresponding automorphism). Let ms : G → G be the exponentiation
by s, which is one-to-one and onto. Also let s′ be the inverse of s modulo |G|. For
every h ∈ G, ρ(h) is diagonalizable with eigenvalues that are powers of ω, and so
we have that σ(χ(h)) = χ(hs). Therefore

σ(〈Nw , χ〉) = 〈σ ◦Nw, σ ◦ χ〉
= 〈Nw, σ ◦ χ〉

=
1
|G|

∑
h∈G

Nw(h)χ̄(hs)

=
1
|G|

∑
h′∈G

Nw(ms′ (h′))χ̄(h′)

= 〈Nw ◦ms′ , χ〉. (4)

Corollary 3.3. Nw is a virtual character iff Nw(h) = Nw(h′) whenever h and h′

generate the same subgroup of G.

If such h and h′ are always conjugate in G (the most well known example being
Sn), then the character table consists of integers, so that in our notation Ẑ = Z.
Such groups are called rational, and from Proposition 3.2 we have the following
corollary.

Corollary 3.4. Every (finite) rational group is semi-rational.

We emphasize that Nw is invariant under any automorphism of G. This implies
that the coefficient of χ in Nw is equal to the coefficient of any χ◦σ for σ ∈ Aut(G).
Moreover, by Corollary 3.3, we get the following proposition.

Proposition 3.5. If h and h′ lie in the same orbit of Aut(G) whenever they gen-
erate the same cyclic subgroup, then G is semi-rational.

Proposition 3.5 is strictly stronger than the claim involving rational groups; for
example, the alternating groups satisfy this condition but are not rational. Other
irrational examples can be detected using the following observation.

Corollary 3.6. In particular, if every two elements of the same order are conjugate
in G, then G is semi-rational.

Example 3.7. In G = SL2(5) there are 7 orbits under the conjugation action of
GL2(5) (I, −I, and the five non-scalar orbits, characterized by trace), each orbit
with its own orbit of elements: 1, 2, 3, 4, 5, 6 and 10. This proves that SL2(5) is
semi-rational.
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On the other hand, direct enumeration of the values of N[x,[x,y]] for the group
SL2(7), shows that it is not a virtual character, so this group is not semi-rational.

Abelian groups are almost never rational (except for the elementary abelian
groups of exponent 2). However, we still have the following example.

Example 3.8. All abelian groups are semi-rational.

This is because exponentiation by s prime to |G| is an automorphism when the
group is abelian. Also see Proposition 2.4.

We do not know if the converse to Proposition 3.5 holds.

Question 3.9. Let G be a semi-rational group. Does it follow that every two
elements h, h′ generating the same subgroup of G are in the same orbit of Aut(G)?

4. Generalized Commutators

Words in the commutator subgroup of Fr are of special interest, in light of the
classical result that any finitely generated verbal quotient of the free group can be
presented with (at most) one relation of the form xd1 = 1, and all others in the
commutator subgroup [9, Theorem 2.3].

Define the iterated commutators by γ1 = x1 and γk = [xk, γk−1] for k ≥ 2,
where x1, x2, . . . are generators of a free group. We first observe that every finite
group is “probabilistically nilpotent”.

Remark 4.1. Let X1, X2, . . . be independent random variables over G, such
that Pr{Xk = 1} is bounded away from zero for k large enough. Let Wk =
γk(X1, . . . , Xk) = [Wk−1, Xk] be the iterated commutators as before. Then
Pr{Wk = 1} → 1 as k → ∞.

Indeed, Wk 	= 1 implies X1, . . . , Xk 	= 1, with exponentially declining
probability.

This observation will later be translated to a statement on the norm of a cer-
tain matrix computed from character values. But first we need to compute the
distribution of a commutator explicitly.

Let φ : C[G] → C be the augmentation map defined by φ(g) = 1 for every
g ∈ G. It is convenient to work with “distribution elements” a ∈ C[G], which sat-
isfy φ(a) = 1. If a =

∑
agg and the coefficients ag are all positive real numbers,

then a defines a distribution on the group by Pr{X = g} = ag. One advantage of
this notation is that the product of two distribution elements in the group algebra
is again a distribution element, representing the convolution of the two distribu-
tions. In particular, for a conjugacy class C, we let Ĉ = 1

|C|
∑

g∈C g, the uniform
distribution on C. Distributions which are uniform on classes are represented by
central distribution elements, those of the form

∑
pCĈ with

∑
pC = 1; if X has

this distribution, then Pr{X ∈ C} = pC , while Pr{X = x} = p[x]

|[x]| . In particular,

the uniform distribution on the group is represented by the element
∑ |C|

|G| Ĉ.
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Suppose that X has a central distribution, so the probability x �→ Pr{X = x}
is a class function. We can then write it (uniquely) as a linear combination of the
irreducible characters, so for suitable coefficients qψ, we have

Pr{X = x} =
1
|G|

∑
ψ

qψ
ψ(1)

ψ(x), (5)

where ψ(1) is the dimension of the representation associated to ψ. Lemma 4.6
explains why it is reasonable to write the coefficients in this form. Recall that Ĝ
denotes the set of irreducible representations of G.

Definition 4.2. Let q : Ĝ→ C be a function. The distribution defined by Eq. (5)
(if this is indeed a distribution, namely the entries are positive and sum to 1), is
denoted by P (q).

Notice that q1 = 1 is a necessary condition, as seen by summing over all x ∈ G.

Example 4.3. Let δ1 : Ĝ → R be the delta function, δ1(1) = 1 and δ1(ψ) = 0 for
ψ 	= 1. For this vector equation (5) becomes Pr{X = x} = 1/|G|, so P (δ1) is the
uniform distribution on G.

Let A : Ĝ× Ĝ→ C denote the matrix

Aχ,ψ =
〈χψ, χ〉
ψ(1)

. (6)

We use the indexing by Ĝ to multiply A by vectors such as the above q (namely
(A · q)χ =

∑
ψ∈ĜAχψqψ). Notice that A is a real (in fact rational) matrix, as 〈χψ, χ〉

counts the components isomorphic to χ in the tensor product of the representations
associated to χ and ψ.

Example 4.4. (1) If χ is linear, the row associated with χ in A is Aχ,ψ = δψ,1.
In particular the first row of A is always 1, 0, . . . , 0, and for abelian groups
Aχ,ψ = δψ,1 so A has rank 1 and A2 = A.

(2) Let n = 2k+1 be odd. The dihedral group G = Dn has 2 linear representations,
1 and ε, and k two-dimensional ones, with characters satisfying χ2 = 1 + ε+χ.
The matrix A is thus (2 + k)× (2 + k), with a 2× 2 block

(1 0
1 0

)
, a 2× k block

of zeros, a k×2 block of ones, and the remaining k×k block being the identity
matrix. The eigenvalues are 0, 1 and 1

2 (the latter with multiplicity k).
(3) In Theorem 4.10 we show that the spectral radius of A is 1. To put this in

perspective, we exhibit the spectrum in some explicit cases. For G = S4,
the eigenvalues of A are 0, 1

3 ,
1
2 ,

2
3 , 1. For the alternating group G = A5, the

characteristic polynomial is 1
120 (λ − 1)(λ − 1

3 )(120λ3 − 118λ2 + 10λ − 4),
with a real zero around λ = 0.932 and two complex ones (with absolute
values around 0.189). For G = S5, the characteristic polynomial of A is
1

120λ
3(λ − 1)(120λ3 − 98λ2 − 13λ − 2), with one real root around 0.949 and

two complex ones with absolute values around 0.132.



August 5, 2011 18:57 WSPC/S0219-4988 171-JAA
S0219498811004690

682 A. Amit & U. Vishne

Proposition 4.5. Let u∗ : Ĝ→ R be defined by u∗ψ = ψ(1)2. Then Au∗ = u∗.

Proof. Compute

(A · u∗)χ =
∑
ψ

Aχ,ψuψ

=
∑
ψ

〈χψ, χ〉ψ(1)

=
∑
ψ

〈ψ, χ̄χ〉ψ(1)

= dim(χ̄χ) = χ(1)2 = u∗χ.

Notice that taking u∗ as the vector of coefficients, Eq. (5) becomes

Pr{X = x} =
1
|G|

∑
ψ

ψ(1)ψ(x),

=
1
|G|

∑
ψ

ψ(x) ¯ψ(1) = δ1,x,

so P (u∗) is the delta distribution, concentrated on the identity. Obviously, if X has
this distribution, then so does [U,X ]. The next lemma shows how this fact implies
Proposition 4.5.

Lemma 4.6. Let q : Ĝ → C be such that P (q) is a distribution. If X has this
distribution and U is uniform, then the commutator [X,U ] = XUX−1U−1 has the
distribution P (A · q).

Proof. Recall the formula for multiplication of conjugacy classes,

Ĉ · Ĉ′ =
∑
C′′

|C′′|
|G|

∑
χ∈Ĝ

χ(Ĉ)χ(Ĉ′)χ̄(Ĉ′′)
χ(1)

Ĉ′′,

which can be restated as

Pr{XY ∈ C′′ |X ∈ C, Y ∈ C′} =
|C′′|
|G|

∑
χ∈Ĝ

χ(Ĉ)χ(Ĉ′)χ̄(Ĉ′′)
χ(1)

. (7)

Taking C as the conjugacy class of x in Eq. (5), our assumption on X can be
written as

pC = Pr{X ∈ C} =
|C|
|G|

∑
ψ

qψ
ψ(1)

ψ(Ĉ).



August 5, 2011 18:57 WSPC/S0219-4988 171-JAA
S0219498811004690

Characters and Equations in Groups 683

Since U is uniform, the element UX−1U−1 is uniform on the conjugacy class of
X−1. Thus X and UX−1U−1 are independent given the conjugacy class of X . Now

Pr{[X,U ] ∈ C′′} =
∑
C

Pr{[X,U ] ∈ C′′ |X ∈ C}Pr{X ∈ C}

=
∑
C

Pr{XY −1 ∈ C′′ |X ∈ C, Y ∈ C}pC

=
∑
C

Pr{XY ∈ C′′ |X ∈ C, Y ∈ C−1}pC

=
|C′′|
|G|

∑
C

∑
χ∈Ĝ

χ(Ĉ)χ̄(Ĉ)χ̄(Ĉ′′)
χ(1)

pC

=
|C′′|
|G|

∑
χ∈Ĝ

∑
C

(χ(Ĉ)χ̄(Ĉ)pC)
χ̄(Ĉ′′)
χ(1)

.

Letting r : Ĝ → R be the vector inducing the distribution of [X,U ], we get from
the last computation that

rχ =
∑
C

(χ(Ĉ)χ̄(Ĉ)pC)

=
∑
C

χ(Ĉ)χ̄(Ĉ)
|C|
|G|

∑
ψ

qψ
ψ(1)

ψ(Ĉ)


=

∑
ψ

qψ
ψ(1)

1
|G|

∑
C

(|C|χ(Ĉ)χ̄(Ĉ)ψ(Ĉ))

= s
∑
ψ

〈χψ, χ〉
ψ(1)

qψ = (A · q)χ.

By induction, we have the following corollary.

Corollary 4.7. Suppose X1 has the distribution P (q), and X2, . . . are uniform.
Then the generalized commutator Wk = [Wk−1, Xk] has distribution P (Ak−1 · q).
Remark 4.8. If X and Y are independent with central distributions, and the
distribution of Y is symmetric with respect to inversion, then [X,Y ] and [Y,X ] have
the same distribution. In particular in Lemma 4.6, [U,X ] has the same distribution
as [X,U ].

Indeed, [Y,X ] = [Y XY −1, Y −1] is conjugate to [X,Y −1], which has the same
distribution as [X,Y ].

Let C denote the set of conjugacy classes of G. We define T : C × Ĝ→ C by

TC,ψ =
|C|
|G|

ψ(Ĉ)
ψ(1)

.
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Then Eq. (5) implies Pr{X ∈ C} = (T · q)C , in other words, the distribution P (q)
is equal to T · q. Notice that although A is a real matrix, T in general is not. Let
D : C ×C → R be the diagonal matrix defined byDC,C = |C|, and let E : Ĝ×Ĝ→ R

be the diagonal matrix defined by Eψψ = ψ(1). The character table ΞCψ = ψ(Ĉ)
is known to be invertible and T = 1

|G|DΞE−1, so T is invertible.

Proposition 4.9. TAT−1 : C × C → C is a real matrix.

Proof. Put p = T · q in Lemma 4.6: if p : C → R is the distribution vector of X ,
then TAT−1 · p is the distribution vector of [U,X ] (where U is uniform).

It follows that the vectors in the standard basis of RC (with one entry equal to
1, and all the other entries being 0) are all mapped to distribution vectors, which
are real.

Theorem 4.10. The spectral radius of A is 1. Moreover, the eigenspace of the
eigenvalue 1 is one-dimensional, and every other eigenvalue has absolute value <1.

Proof. We prove the claim for TAT−1.
Let p : C → R be a distribution vector. Let the variable X1 have this distribu-

tion, and let X2, . . . be uniform; then Wk = γk(X1, . . . , Xk) has the distribution
(TAT−1)k−1p by Corollary 4.7, and it converges to the delta distribution Tu∗ by
Remark 4.1.

Multiplying by an arbitrary constant, we conclude that for every positive real
vector p, (TAT−1)kp converges to a multiple of Tu∗. But every real vector can be
written as the difference of two positive vectors; therefore the claim holds for all
real vectors.

Now let v denote any eigenvector of TAT−1 over C, with eigenvalue λ. Since
TAT−1 is real, the complex conjugate v̄ is also an eigenvector, with an eigenvalue
λ̄. But v + v̄ is real, so (TAT−1)k(v + v̄) = λkv + λ̄k v̄ must converge. This proves
|λ| ≤ 1, and moreover if |λ| = 1 then necessarily λ = 1. But if v is an eigenvector
with eigenvalue λ = 1 then it must be real, and so v = (TAT−1)kv converges to a
multiple of Tu∗.

We now get to the final result of this section, namely the explicit computation
of Nγk

.

Theorem 4.11. The counting functions Nγk
are characters. In particular, the gen-

eralized commutators γk are semi-rational.

Proof. The counting function of X1, namely Nx1(g) = 1, is of course |G| times the
uniform distribution, so by Example 4.3 we can write Nx1 = P (|G|δ1).

In general, if the counting function of W = w(x1, . . . , xk−1) is Nw = P (q) for a
suitable q : Ĝ→ C, then the counting function of [U,W ] is P (|G|A·q) by Lemma 4.6,
since [U,W ] involves one new (uniform) variable. Therefore, by induction on k, the
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counting function of γk is |G|2 ·P ((|G|A)k−2 ·Aδ1). Now, Aδ1 is an integral positive
vector. Indeed, let J : Ĝ → R be the constant vector defined by Jψ = 1 for every
ψ ∈ Ĝ. Then A · δ1 = J since

(A · δ1)χ =
∑
ψ

Aχ,ψ(δ1)ψ

= Aχ,1 =
〈χ, χ〉
dim(1)

= 1.

Note that |G|A is an integral matrix with positive entries, as ψ(1) always divides
|G|, and the coefficients 〈χψ, χ〉 are positive integers. Therefore (|G|A)k−2 · J is
again integral and positive. Finally by the definition in Eq. (5),

Nγk
(x) =

∑
ψ

|G|
ψ(1)

((|G|A)k−2 · J)ψψ(x), (8)

which is a character since the coefficients |G|/ψ(1) are integral.

Taking x = 1 in (8), we obtain

Nγk
(1) = |G|k−1J tAk−2J. (9)

By definition, G is nilpotent of class at most k iff γk+1(G) = 1, iff Nγk+1(1) =
|G|k+1. Equation (9) then provides a character condition for nilpotency, where
Jψ = 1 as above.

Corollary 4.12. The group G is nilpotent of class at most k iff

J tAk−1J = |G|.
Example 4.13. (a) The case k = 1: G is abelian iff |Ĝ| = |G|.
(b) The case k = 2: [[G,G], G] = 1 iff∑

χ,ψ∈Ĝ

〈χψ, χ〉
ψ(1)

= |G|.

This can be restated as a condition on two class functions: [[G,G], G] = 1 iff〈∑
χ∈Ĝ

χχ̄,
∑
ψ∈Ĝ

ψ

ψ(1)

〉
= |Ĝ|.

(c) The case k = 3: [[[G,G], G], G] = 1 iff∑
χ,ϕ,ψ∈Ĝ

〈χϕ, χ〉〈ϕψ, ϕ〉
ϕ(1)ψ(1)

= |G|.

In light of Corollary 3.3, the integrality of Nγk
implies the following corollary.

Corollary 4.14. Let G be a finite group and s an integer prime to |G|. Fix k ≥ 1.
For every g ∈ G, the number of solutions to g = γk(x1, . . . , xk) is equal to the
number of solutions to gs = γk(x1, . . . , xk).
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It would be interesting to have a bijective proof of this fact.
We conclude this section by noting that precise estimate ofNw,Sn(1), namely the

number of solutions to w(x1, . . . , xt) = 1 in the symmetric group, has applications
to subgroup growth of the one relator group

〈a1, . . . , at |w(a1, . . . , at) = 1〉,
see [8, Sec. 14.4] for details. For example, a proof that Nγ3,Sn(1) =

∑
χ,ψ∈cSn

〈χψ,χ〉
ψ(1)

is of the same order of magnitude as the partition number p(n) = |Ŝn| (as we
expect), will show that G = 〈a, b, c | [[a, b], c] = 1〉 has subgroup growth of a new
type.
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